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.onAttach .onAttach start message

Description

.onAttach start message

Usage

.onAttach(libname, pkgname)

Arguments
libname defunct
pkgname defunct
Value

invisible()
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.onLoad .onLoad getOption package settings

Description

.onLoad getOption package settings

Usage

.onLoad(libname, pkgname)

Arguments

libname defunct

pkgname defunct

Value

invisible()

Examples

getOption("nnspat.name")

aij.theta Closeness or Proximity Matrix for Tango’s Spatial Clustering Tests

Description

This function computes the A = a;;(#) matrix useful in calculations for Tango’s test 7'(6) for spatial
(disease) clustering (see Eqn (2) of Tango (2007). Here, A = a;;(6) is any matrix of a measure of
the closeness between two points ¢ and j with ait = O foralli = 1,...,n,and 0 = (0y,...,6,)"
denotes the unknown parameter vector related to cluster size and § = (J1,...,d,)%, where §; = 1
if z; is a case and O otherwise. The test is then

TO)=> > 8:idai;(0) = 6" A(6)d
i=1 j=1
where A = a;;(6).

T'(0) becomes Cuzick and Edwards T}, tests statistic (Cuzick and Edwards (1990)), if a;; = 1 if z;
is among the kNNs of z; and 0 otherwise. In this case § = k and aij.theta becomes aij.mat
(more specifically, aij.mat(dat,k) and aij.theta(dat,k,model="NN").

2
In Tango’s exponential clinal model (Tango (2000)), a;; = exp | —4 (d;j) ifi # jand O

otherwise, where 0 is a predetermined scale of cluster such that any pair of cases far apart beyond
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the distance 6 cannot be considered as a cluster and d;; denote the Euclidean distance between two
points 7 and j.

In the exponential model (Tango (2007)), a;; = exp (—%) if i # j and 0 otherwise, where 6 and
d;; are as above.

In the hot-spot model (Tango (2007)), a;; = 1 if d;; < 0 and ¢ # j and O otherwise, where ¢ and
d;; are as above.

The argument model has four options, NN, exp.clinal, exponential, and hot. spot, with exp.clinal
being the default. And the theta argument specifies the scale of clustering or the clustering param-
eter in the particular spatial disease clustering model.

See also (Tango (2007)) and the references therein.

Usage
aij.theta(dat, theta, model = "exp.clinal”, ...)
Arguments
dat The data set in one or higher dimensions, each row corresponds to a data point.
theta A predetermined cluster scale so that any pair of cases farther apart then the
distance @ is unlikely to be cluster.
model Type of Tango’s spatial clustering model with four options: NN, exp.clinal
(default), exponential, and hot. spot.
are for further arguments, such as method and p, passed to the dist function.
Value

The A = a;;(6) matrix useful in calculations for Tango’s test 7'(6).

Author(s)

Elvan Ceyhan

References

Cuzick J, Edwards R (1990). “Spatial clustering for inhomogeneous populations (with discussion).”
Journal of the Royal Statistical Society, Series B, 52, 73-104.

Tango T (2000). “A test for spatial disease clustering adjusted for multiple testing.” Statistics
in Medicine, 19, 191-204.

Tango T (2007). “A class of multiplicity adjusted tests for spatial clustering based on case-control
point data.” Biometrics, 63, 119-127.

See Also

aij.mat, aij.nonzero and ceTk
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Examples

n<-20 #or try sample(1:20,1)
Y<-matrix(runif(3*n),ncol=3)
k<-3#1 #try also 2,3

#aij for CE's Tk

Aij<-aij.theta(Y,k,model = "NN")

Aij2<-aij.mat(Y,k)

sum(abs(Aij-Aij2)) #check equivalence of aij.theta and aij.mat with model="NN"

Aij<-aij.theta(Y,k,method="max")
Aij2<-aij.mat(Y,k)
range(Aij-Aij2)

theta=.2

aij.theta(Y,theta,model "exp.clinal”)
aij.theta(Y,theta,model = "exponential)
aij.theta(yY, theta,model = "hot.spot")

asycovTkT1 Asymptotic Covariance between T _k and T _l Values

Description

This function computes the asymptotic covariance between T} and 7; values which is used in the
computation of the asymptotic variance of Cuzick and Edwards T,,.,; test, which is a linear com-
bination of some T}, tests. The limit is as nq goes to infinity.

The argument, nq, is the number of cases (denoted as n1 as an argument). The number of cases are
denoted as nq and number of controls as n in this function to match the case-control class labeling,
which is just the reverse of the labeling in Cuzick and Edwards (1990).

The logical argument nonzero.mat (default=TRUE) is for using the A matrix if FALSE or just the
matrix of nonzero locations in the A matrix (if TRUE) in the computations.

See page 80 of (Cuzick and Edwards (1990)) for more details.

Usage
asycovTkTl(dat, n1, k, 1, nonzero.mat = TRUE, ...)

Arguments
dat The data set in one or higher dimensions, each row corresponds to a data point.
ni Number of cases

k,1 Integers specifying the number of NNs (of subjects ¢ and m in a;; (k)am;(1)).
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nonzero.mat A logical argument (default is TRUE) to determine whether the A matrix or the
matrix of nonzero locations of the A matrix will be used in the computation of
N, and N,. If TRUE the nonzero location matrix is used, otherwise the A matrix
itself is used.

are for further arguments, such as method and p, passed to the dist function.

Value

Returns the asymptotic covariance between T} and 7; values.

Author(s)

Elvan Ceyhan

References

Cuzick J, Edwards R (1990). “Spatial clustering for inhomogeneous populations (with discussion).”
Journal of the Royal Statistical Society, Series B, 52, 73-104.

See Also

covTkT1, covTcomb, and Ntkl

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

cls<-sample(@:1,n,replace = TRUE) #or try cls<-rep(@:1,c(10,10))
n1<-sum(cls==1)

k<-1 #try also 2,3 or sample(1:5,1)
1<-1 #try also 2,3 or sample(1:5,1)
c(k,l)

asycovTkTl(Y,n1,k,1)
asycovTkT1(Y,n1,k,1,nonzero.mat = FALSE)
asycovTkT1l(Y,n1,k,1,method="max")

asyvarTk Asymptotic Variance of Cuzick and Edwards T'_k Test statistic
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Description

This function computes the asymptotic variance of Cuzick and Edwards T}, test statistic based on
the number of cases within kNNs of the cases in the data.

The argument, n1, is the number of cases (denoted as n1 as an argument). The number of cases are
denoted as nq and number of controls as n in this function to match the case-control class labeling,
which is just the reverse of the labeling in Cuzick and Edwards (1990).

The logical argument nonzero.mat (default=TRUE) is for using the A matrix if FALSE or just the
matrix of nonzero locations in the A matrix (if TRUE) for computing N and Ny, which are required
in the computation of the asymptotic variance. N, and N, are defined on page 78 of (Cuzick
and Edwards (1990)) as follows. Ny = >, > ; @ijaji (i.e., number of ordered pairs for which kNN
relation is symmetric) and Ny = Z#l > ai;ag; (i.e, number of triplets (7, 7,1) ¢, j, and [ distinct
so that j is among kNNs of ¢ and j is among kNNs of [). For the A matrix, see the description of
the functions aij.mat and aij.nonzero.

See (Cuzick and Edwards (1990)) for more details.

Usage
asyvarTk(dat, nl1, k, nonzero.mat = TRUE, ...)
Arguments
dat The data set in one or higher dimensions, each row corresponds to a data point.
ni Number of cases
k Integer specifying the number of NNs (of subject 7)
nonzero.mat A logical argument (default is TRUE) to determine whether the A matrix or the
matrix of nonzero locations of the A matrix will be used in the computation of
N, and N,. If TRUE the nonzero location matrix is used, otherwise the A matrix
itself is used.
are for further arguments, such as method and p, passed to the dist function.
Value

A list with the elements

asy.var The asymptotic variance of Cuzick and Edwards T} test statistic for disease
clustering
Ns The N, value standing for the number of ordered pairs for which kNN relation

is symmetric, see the description.

Nt The N; value standing for the number of triplets (¢, 7,1) 4, j, and [ distinct so
that j is among kNN of ¢ and j is among kNNs of [ see the description.

Author(s)

Elvan Ceyhan
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References

Cuzick J, Edwards R (1990). “Spatial clustering for inhomogeneous populations (with discussion).”
Journal of the Royal Statistical Society, Series B, 52, 73-104.

See Also

ceTk, varTk, and varTkaij

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

cls<-sample(@:1,n,replace = TRUE) #or try cls<-rep(@:1,c(10,10))
n1<-sum(cls==1)

k<-3 #try also 2,3

asyvarTk(Y,n1,k)
asyvarTk(Y,n1,k,nonzero.mat=FALSE)
asyvarTk(Y,n1,k,method="max")

bvnorm. pdf pdf of the Bivariate Normal Distribution

Description

Computes the value of the probability density function (i.e. density) of the bivariate normal dis-
tribution at the specified point X, with mean mu and standard deviations of the first and second
components being s; and s, (denoted as s1 and s2 in the arguments of the function, respectively)
and correlation between them being rho (i.e., the covariance matrix is ¥ = S where S1; = s%,
522 = S%, 512 = 521 = SlnghO).

Usage

bvnorm.pdf (X, mu = c(@, @), s1 =1, s2 =1, rho = 0)

Arguments

X A set of 2D points of size n (i.e an n X 2 matrix or array) at which the density
of the bivariate normal distribution is to be computed.

mu A 1 x 2 vector of real numbers representing the mean of the bivariate normal
distribution, default=(0, 0).

s1,s2 The standard deviations of the first and second components of the bivariate nor-
mal distribution, with default is 1 for both

rho The correlation between the first and second components of the bivariate normal

distribution with default=0.



12 cellsTij

Value

The value of the probability density function (i.e. density) of the bivariate normal distribution at the
specified point X, with mean mu and standard deviations of the first and second components being
s1 and s, and correlation between them being rho.

Author(s)

Elvan Ceyhan

See Also

mvrnorm

Examples

mu<-c(0,0)
s1<-1
s2<-1
rho<-.5

n<-5
Xp<-cbind(runif(n),runif(n))
bvnorm. pdf (Xp,mu,s1,s2,rho)

cellsTij Entries for the Types I-1V cell-specific tests

Description

Returns a matrix of same dimension as, ct, whose entries are the values of the Types I-IV cell-
specific test statistics, Té - TL-QV. The row and column names are inherited from ct. The type
argument specifies the type of the cell-specific test among the types I-IV tests. Equivalent to the
function tct in this package.

See also (Ceyhan (2017)) and the references therein.

Usage

cellsTij(ct, type = "III")

Arguments
ct A nearest neighbor contingency table
type The type of the cell-specific test, default="III". Takes on values "I"-"IV" (or
equivalently 1-4, respectively.
Value

A matrix of the values of Type I-IV cell-specific tests
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Author(s)

Elvan Ceyhan

References

Ceyhan E (2017). “Cell-Specific and Post-hoc Spatial Clustering Tests Based on Nearest Neighbor
Contingency Tables.” Journal of the Korean Statistical Society, 46(2), 219-245.

See Also

tct and nnct

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

ct

type.lab<-c("I","II","III","IV")

for (i in 1:4)

{ print(paste("T_ij values for cell specific tests for type”,type.lab[i]))
print(cellsTij(ct,i))

3

cellsTij(ct,"II")

#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c("a”","b"),c(na,nb))
ct<-nnct(ipd, fcls)
cellsTij(ct,?2)

HHHHHHEREEE

n<-40

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

cellsTij(ct,2)

ct<-matrix(c(0,10,5,5),ncol=2)
cellsTij(ct,2)
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ceTk Cuzick and Edwards T _k Test statistic

Description

This function computes Cuzick and Edwards T}, test statistic based on the number of cases within
kNNs of the cases in the data.

For disease clustering, Cuzick and Edwards (1990) suggested a k-NN test based on number of cases
among k NN of the case points. Let z; be the i*" point and d¥ be the number cases among k NNs
of z;. Then Cuzick-Edwards’ k-NN testis T), = Y_" | 6;d¥, where §; = 11if z; is a case, and 0 if z;
is a control.

The argument cc.lab is case-control label, 1 for case, O for control, if the argument case.lab
is NULL, then cc.lab should be provided in this fashion, if case.lab is provided, the labels are
converted to 0’s and 1’s accordingly. Also, T} is identical to the count for cell (1, 1) in the nearest
neighbor contingency table (NNCT) (See the function nnct for more detail on NNCTs).

See also (Ceyhan (2014); Cuzick and Edwards (1990)) and the references therein.

Usage
ceTk(dat, cc.lab, k = 1, case.lab = NULL, ...)
Arguments
dat The data set in one or higher dimensions, each row corresponds to a data point.
cc.lab Case-control labels, 1 for case, O for control
k Integer specifying the number of NNs (of subject ¢), default is 1.
case.lab The label used for cases in the cc. 1ab (if cc. lab is not provided then the labels
are converted such that cases are 1 and controls are 0), default is NULL.
are for further arguments, such as method and p, passed to the dist function.
Value

Cuzick and Edwards T}, test statistic for disease clustering

Author(s)

Elvan Ceyhan

References

Ceyhan E (2014). “Segregation indices for disease clustering.” Statistics in Medicine, 33(10), 1662-
1684.

Cuzick J, Edwards R (1990). “Spatial clustering for inhomogeneous populations (with discussion).”
Journal of the Royal Statistical Society, Series B, 52, 73-104.
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See Also

Tcomb, seg.ind, Pseg.coeff and ceTkinv

Examples

n<-20 #or try sample(1:20,1)
Y<-matrix(runif(3*n),ncol=3)
cls<-sample(@:1,n,replace = TRUE) #or try cls<-rep(@:1,c(10,10))

ceTk(Y,cls)
ceTk(Y,cls,method="max")
ceTk(Y,cls,k=3)
ceTk(Y,cls+1,case.lab = 2)

#cls as a factor

na<-floor(n/2); nb<-n-na
fcls<-rep(c(”a”,"b"),c(na,nb))
ceTk(Y,fcls,case.lab="a") #try also ceTk(Y,fcls)

HHHHHHHEEEE

n<-490

Y<-matrix(runif(3*n),ncol=3)

cls<-sample(1:4,n,replace = TRUE) # here ceTk(Y,cls) gives an error message

ceTkinv Cuzick and Edwards T _k " inv Test statistic

Description

This function computes Cuzick and Edwards 7" test statistic based on the sum of number of cases
closer to each case than the k-th nearest control to the case.

Tim test statistic is an extension of the run length test allowing a fixed number of controls in the
run sequence.

T,i’m’ test statistic is defined as T,ﬁ"“ = Z?zl 0; Vf where §; = 1if z; is a case, and 0 if z; is a control
and Vf is the number of cases closer to the index case than the k nearest control, i.e., number of
cases encountered beginning at z; until k-th control is encountered.

The argument cc.lab is case-control label, 1 for case, O for control, if the argument case.lab
is NULL, then cc.lab should be provided in this fashion, if case.lab is provided, the labels are
converted to 0’s and 1’s accordingly.

Usage

ceTkinv(dat, k, cc.lab, case.lab = NULL, ...)
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Arguments
dat The data set in one or higher dimensions, each row corresponds to a data point.
k Integer specifying the number of the closest controls to subject <.
cc.lab Case-control labels, 1 for case, O for control
case.lab The label used for cases in the cc. 1ab (if cc. lab is not provided then the labels
are converted such that cases are 1 and controls are 0), default is NULL.
are for further arguments, such as method and p, passed to the dist function.
Value

A list with two elements

Tkinv Cuzick and Edwards T3 test statistic for disease clustering

run.vec The vector of number of cases till the k-th control for each point in the data set
Author(s)

Elvan Ceyhan
References

There are no references for Rd macro \insertAllCites on this help page.

See Also

ceTrun, ceTk, and Tcomb

Examples

n<-20

Y<-matrix(runif(3*n),ncol=3)

cls<-sample(@:1,n,replace = TRUE) #or try cls<-rep(@:1,c(10,10))
cls

k<-2 #also try 3,4

ceTkinv(Y,k,cls)
ceTkinv(Y,k,cls+1,case.lab = 2)
ceTkinv(Y,k,cls,method="max")

ceTrun(Y,cls)
ceTkinv(Y,k=1,cls)

#cls as a factor

na<-floor(n/2); nb<-n-na

fcls<-rep(c("a”","b"),c(na,nb))
ceTkinv(Y,k,fcls,case.lab="a") #try also ceTrun(Y,fcls)

SHEHHEHHEHHEE
n<-40
Y<-matrix(runif(3#*n),ncol=3)



ceTrun 17

cls<-sample(1:4,n,replace = TRUE) #here ceTkinv(Y,k,cls) #gives error

ceTrun Cuzick and Edwards T _run Test statistic

Description

This function computes Cuzick and Edwards 7., test statistic based on the sum of the number of
successive cases from each cases until a control is encountered in the data for detecting rare large
clusters.

T, un test statistic is defined as T}.,,,, = Z?:l 0;d} where §; = 1if z; is a case, and 0 if z; is a control
and dj is the number successive cases encountered beginning at z; until a control is encountered.

The argument cc.lab is case-control label, 1 for case, O for control, if the argument case.lab
is NULL, then cc.lab should be provided in this fashion, if case.lab is provided, the labels are
converted to 0’s and 1’s accordingly.

See also (Cuzick and Edwards (1990)) and the references therein.

Usage
ceTrun(dat, cc.lab, case.lab = NULL, ...)
Arguments
dat The data set in one or higher dimensions, each row corresponds to a data point.
cc.lab Case-control labels, 1 for case, O for control
case.lab The label used for cases in the cc. 1ab (if cc. 1ab is not provided then the labels
are converted such that cases are 1 and controls are 0), default is NULL.
are for further arguments, such as method and p, passed to the dist function.
Value

A list with two elements

Trun Cuzick and Edwards 77, test statistic for disease clustering

run.vec The vector of number of consecutive cases till the first control for each point
in the data set

Author(s)

Elvan Ceyhan

References

Cuzick J, Edwards R (1990). “Spatial clustering for inhomogeneous populations (with discussion).”
Journal of the Royal Statistical Society, Series B, 52, 73-104.
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See Also

ceTk, Tcomb and ceTkinv

Examples

n<-20 #or try sample(1:20,1)
Y<-matrix(runif(3*n),ncol=3)
cls<-sample(@:1,n,replace = TRUE) #or try cls<-rep(0:1,c(10,10))

ceTrun(Y,cls)
ceTrun(Y,cls,method="max")
ceTrun(Y,cls+1,case.lab = 2)

#cls as a factor

na<-floor(n/2); nb<-n-na
fcls<-rep(c(”a”,"b"),c(na,nb))
ceTrun(Y,fcls,case.lab="a") #try also ceTrun(Y,fcls)

S

n<-490

Y<-matrix(runif(3*n),ncol=3)

cls<-sample(1:4,n,replace = TRUE) #here ceTrun(Y,cls) #gives an error message

cov.nnct Covariance Matrix of the Cell Counts in an NNCT
Description
Returns the covariance matrix of cell counts N;; for4,j = 1,..., % in the NNCT, ct. The covari-

ance matrix is of dimension k2 x k2 and its entries are cov(V; i N &) when Nj; values are by default
corresponding to the row-wise vectorization of ct. If byrow=FALSE, the column-wise vectorization
of ct is used. These covariances are valid under RL or conditional on ) and R under CSR.

See also (Dixon (1994, 2002); Ceyhan (2010, 2017)).

Usage

cov.nnct(ct, varN, Q, R, byrow = TRUE)

Arguments
ct A nearest neighbor contingency table
varN The k x k variance matrix of cell counts of NNCT, ct.
Q The number of shared NNs
R The number of reflexive NNs (i.e., twice the number of reflexive NN pairs)
byrow A logical argument (default=TRUE). If TRUE, rows of ct are appended to obtain

the vector and if FALSE columns of ct are appended to obtain the vector.
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Value

The k2 x k? covariance matrix of cell counts N;jfori,j=1,...,kinthe NNCT, ct

Author(s)

Elvan Ceyhan

References

Ceyhan E (2010). “On the use of nearest neighbor contingency tables for testing spatial segrega-
tion.” Environmental and Ecological Statistics, 17(3), 247-282.

Ceyhan E (2017). “Cell-Specific and Post-hoc Spatial Clustering Tests Based on Nearest Neighbor
Contingency Tables.” Journal of the Korean Statistical Society, 46(2), 219-245.

Dixon PM (1994). “Testing spatial segregation using a nearest-neighbor contingency table.” Ecol-
ogy, 75(7), 1940-1948.

Dixon PM (2002). “Nearest-neighbor contingency table analysis of spatial segregation for several
species.” Ecoscience, 9(2), 142-151.

See Also

covNrow2col, cov.tct and cov.nnsym

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)
Qv<-Qvec(W)$q
Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)

cov.nnct(ct,varN,Qv,Rv)
cov.nnct(ct,varN,Qv,Rv, byrow=FALSE)

HHHHHHHEEEE

n<-490

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)
Qv<-Qvec(W)$q
Rv<-Rval (W)
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varN<-var.nnct(ct,Qv,Rv)

cov.nnct(ct,varN,Qv,Rv)
cov.nnct(ct,varN,Qv,Rv, byrow=FALSE)

#1D data points

n<-20 #or try sample(1:20,1)

X<-as.matrix(runif(n))# need to be entered as a matrix with one column
#(i.e., a column vector), hence X<-runif(n) would not work
ipd<-ipd.mat(X)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)
Qv<-Qvec(W)$q
Rv<-Rval(W)
varN<-var.nnct(ct,Qv,Rv)
Qv<-Qvec(W)$q
Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)
cov.nnct(ct,varN,Qv,Rv)

cov.nnsym Covariance Matrix of the Differences of the Off-Diagonal Cell Counts
in an NNCT
Description
Returns the covariance matrix of the differences of the cell counts, N;; — Nj; fori,5 = 1,...,k

and ¢ # 7, in the NNCT, ct. The covariance matrix is of dimension k(k — 1)/2 x k(k — 1)/2 and
its entries are cov(N;; — Nji, Ny — Nii;) where the order of ¢, j for N;; — N;; is as in the output
of ind.nnsym(k). These covariances are valid under RL or conditional on () and R under CSR.

The argument covN is the covariance matrix of N;; (concatenated rowwise).

See also (Dixon (1994); Ceyhan (2014)).

Usage

cov.nnsym(covN)

Arguments

covN The k2 x k2 covariance matrix of row-wise vectorized entries of NNCT

Value

The k(k — 1)/2 x k(k — 1)/2 covariance matrix of the differences of the off-diagonal cell counts
N;j — Nj;fori,j=1,...,kand s # j in the NNCT, ct
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Author(s)

Elvan Ceyhan

References

Ceyhan E (2014). “Testing Spatial Symmetry Using Contingency Tables Based on Nearest Neigh-
bor Relations.” The Scientific World Journal, Volume 2014, Article ID 698296.

Dixon PM (1994). “Testing spatial segregation using a nearest-neighbor contingency table.” Ecol-
ogy, 75(7), 1940-1948.

See Also

var.nnsym, cov. tct, cov.nnct and cov.seg.coeff

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

ct

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval (W)

varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv) #default is byrow

cov.nnsym(covN)

HHHHHHHEEEE

n<-40

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv)

cov.nnsym(covN)
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cov.seg.coeff Covariance Matrix of Segregation Coefficients in a Multi-class Case

Description

Returns the covariance matrix of the segregation coefficients in a multi-class case based on the
NNCT, ct. The covariance matrix is of dimension k(k + 1)/2 x k(k + 1)/2 and its entry i, j
correspond to the entries in the rows ¢ and j of the output of ind. seg.coeff (k). The segregation
coefficients in the multi-class case are the extension of Pielou’s segregation coefficient for the two-
class case. These covariances are valid under RL or conditional on @) and R under CSR.

The argument covN is the covariance matrix of N;; (concatenated rowwise).
See also (Ceyhan (2014)).

Usage

cov.seg.coeff(ct, covN)

Arguments

ct A nearest neighbor contingency table

covN The k2 x k? covariance matrix of row-wise vectorized entries of NNCT
Value

The k(k + 1)/2 x k(k 4+ 1)/2 covariance matrix of the segregation coefficients for the multi-class
case based on the NNCT, ct

Author(s)

Elvan Ceyhan

References

Ceyhan E (2014). “Segregation indices for disease clustering.” Statistics in Medicine, 33(10),
1662-1684.

See Also

seg.coeff, var.seg.coeff, cov.nnct and cov.nnsym

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3#*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)
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W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval(W)
varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv)

cov.seg.coeff(ct,covN)

#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c(”a”,"b"),c(na,nb))
ct<-nnct(ipd, fcls)

cov.seg.coeff(ct,covN)

W

n<-40

Y<-matrix(runif(3*n),ncol=3)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ipd<-ipd.mat(Y)

ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv)

cov.seg.coeff(ct,covN)

cov.tct Covariance Matrix of the Entries of the Type I-IV TCTs
Description
Returns the covariance matrix of the entries T;; for4, j = 1,. .., kin the TCT for the types I, III, and

IV cell-specific tests. The covariance matrix is of dimension k2 x k? and its entries are cov (Tij, Twi)
when T;; values are by default corresponding to the row-wise vectorization of TCT. The argument
covN must be the covariance matrix of N;; values which are obtained from the NNCT by row-wise
vectorization. The functions cov.tctIII and cov.tct3 are equivalent. These covariances are valid
under RL or conditional on () and R under CSR.

See also (Ceyhan (2017)).

Usage

cov.tct(ct, covN, type = "III")
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Arguments
ct A nearest neighbor contingency table
covN The k2 x k2 covariance matrix of row-wise vectorized cell counts of NNCT, ct.
type The type of the cell-specific test, default="III". Takes on values "I"-"IV" (or
equivalently 1-4, respectively.
Value

The k? x k? covariance matrix of the entries T;; fori,j = 1,...,k in the Type I-IV TCTs

Author(s)

Elvan Ceyhan

References

Ceyhan E (2017). “Cell-Specific and Post-hoc Spatial Clustering Tests Based on Nearest Neighbor
Contingency Tables.” Journal of the Korean Statistical Society, 46(2), 219-245.

See Also

cov.nnct and cov.nnsym

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))

ct<-

nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-
Rv<-

Qvec(W)$q
Rval (W)

varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv)

cov.
cov.
.tct(ct,covN, type="I1")
cov.
.tct(ct,covN, type="IV")
cov.

cov

cov

cov.
.tctIII(ct,covN)

cov

Cov.

tct(ct,covN, type=1)
tct(ct,covN, type="1")

tct(ct,covN, type="III1")
tctI(ct,covN)
tct(ct,covN)

tct3(ct,covN)

SHEHHEHHEHHEEE
n<-40
Y<-matrix(runif(3#*n),ncol=3)
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ipd<-ipd.mat(Y)
cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)
Qv<-Qvec(W)$q
Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)

covN<-cov.nnct(ct,varN,Qv,Rv)

cov.tct(ct,covN, type=3)
cov.tct(ct,covN, type="III")

cov.tctIII(ct,covN)
cov.tct3(ct,covN)

covNrow2col Conversion of the Covariance Matrix of the Row-wise Vectorized Cell
Counts to Column-wise Vectorized Cell Counts in an NNCT

Description

Converts the k? x k? covariance matrix of row-wise vectorized cell counts N;; fori,j = 1,....k
in the NNCT, ct to the covariance matrix of column-wise vectorized cell counts. In the output, the
covariance matrix entries are cov(N;;, Ni;) when N;; values are corresponding to the column-wise
vectorization of ct. These covariances are valid under RL or conditional on () and R under CSR.

See also (Dixon (1994, 2002); Ceyhan (2010, 2017)).

Usage

covNrow2col (covN)

Arguments

covN The k2 x k2 covariance matrix of row-wise vectorized cell counts of NNCT, ct.

Value
The k2 x k2 covariance matrix of column-wise vectorized cell counts N;jfori,j=1,...,kinthe
NNCT, ct.

Author(s)

Elvan Ceyhan
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References

covNrow2col

Ceyhan E (2010). “On the use of nearest neighbor contingency tables for testing spatial segrega-

tion.” Environmental and Ecological Statistics, 17(3), 247-282.

Ceyhan E (2017). “Cell-Specific and Post-hoc Spatial Clustering Tests Based on Nearest Neighbor

Contingency Tables.” Journal of the Korean Statistical Society, 46(2), 219-245.

Dixon PM (1994). “Testing spatial segregation using a nearest-neighbor contingency table.” Ecol-

ogy, 15(7), 1940-1948.

Dixon PM (2002). “Nearest-neighbor contingency table analysis of spatial segregation for several

species.” Ecoscience, 9(2), 142-151.

See Also

cov.nnct

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3#*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)
Qv<-Qvec(W)$q
Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)

covNrow<-cov.nnct(ct,varN,Qv,Rv)
covNcol1<-cov.nnct(ct,varN,Qv,Rv, byrow=FALSE)
covNcol2<-covNrow2col (covNrow)

covNrow
covNcol1
covNcol2

all.equal(covNcoll,covNcol?2)

W

n<-40

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)
Qv<-Qvec(W)$q
Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)
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covNrow<-cov.nnct(ct,varN,Qv,Rv)
covNcol1<-cov.nnct(ct,varN,Qv,Rv,byrow=FALSE)
covNcol2<-covNrow2col (covNrow)

covNrow
covNcol1
covNcol2

all.equal(covNcol1,covNcol2)

#1D data points

n<-20 #or try sample(1:20,1)

X<-as.matrix(runif(n))# need to be entered as a matrix with one column
#(i.e., a column vector), hence X<-runif(n) would not work
ipd<-ipd.mat(X)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)
Qv<-Qvec(W)$q
Rv<-Rval(W)
varN<-var.nnct(ct,Qv,Rv)
Qv<-Qvec(W)$q
Rv<-Rval(W)
varN<-var.nnct(ct,Qv,Rv)
cov.nnct(ct,varN,Qv,Rv)

covTcomb Covariance matrix for T _k values in Tcomb

Description

This function computes the covariance matrix for the T} values used in the T, test statistics,
which is a linear combination of some 7}, tests.

The argument, n, is the number of cases (denoted as n1 as an argument). The number of cases is
denoted as n; to match the case-control class labeling, which is just the reverse of the labeling in
Cuzick and Edwards (1990).

The argument klist is the vector of integers specifying the indices of the T} values used in
obtaining the T y,p.

The logical argument nonzero.mat (default=TRUE) is for using the A matrix if FALSE or just the
matrix of nonzero locations in the A matrix (if TRUE) in the computations.

The logical argument asy . cov (default=FALSE) is for using the asymptotic covariance or the exact
(i.e. finite sample) covariance for the vector of T} values used in Tcomb. If asy.cov=TRUE, the
asymptotic covariance is used, otherwise the exact covariance is used.

See page 87 of (Cuzick and Edwards (1990)) for more details.
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covTcomb

Usage
covTcomb(dat, n1, klist, nonzero.mat = TRUE, asy.cov = FALSE, ...)
Arguments
dat The data set in one or higher dimensions, each row corresponds to a data point.
ni Number of cases
klist list of integers specifying the indices of the 7}, values used in obtaining the

nonzero.mat

asy.cov

Value

Tcomb~

A logical argument (default is TRUE) to determine whether the A matrix or the
matrix of nonzero locations of the A matrix will be used in the computation of
N, and N,. If TRUE the nonzero location matrix is used, otherwise the A matrix
itself is used.

A logical argument (default is FALSE) to determine whether asymptotic or exact
(i.e., finite sample) covariances between 7}, and 7} values are to be used to obtain
the entries of the covariance matrix. If TRUE the asymptotic covariance values
are used, otherwise exact covariance values are used.

are for further arguments, such as method and p, passed to the dist function.

Returns the covariance matrix for the 7}, values used in Tcomb.

Author(s)

Elvan Ceyhan

References

Cuzick J, Edwards R (1990). “Spatial clustering for inhomogeneous populations (with discussion).”
Journal of the Royal Statistical Society, Series B, 52, 73-104.

See Also

asycovTkT1, covTcomb, and Ntkl

Examples

n<-20 #or try sample(1:20,1)
Y<-matrix(runif(3*n),ncol=3)
cls<-sample(@:1,n,replace = TRUE) #or try cls<-rep(0:1,c(10,10))

n1<-sum(cls==1)

kl<-sample(1:5,3) #try also sample(1:5,2)

k1l

covTcomb(Y,n1,kl)

covTcomb(Y,n1,kl, method="max")
covTcomb(Y,n1,kl,nonzero.mat = FALSE)
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covTcomb(Y,n1,kl,asy=TRUE)

covTkT1l Finite Sample Covariance between T _k and T _l Values

Description

This function computes the exact (i.e., finite sample) covariance between 7}, and 7; values which is
used in the computation of the exact variance of Cuzick and Edwards T,,,,,; test, which is a linear
combination of some 7}, tests.

The logical argument nonzero.mat (default=TRUE) is for using the A matrix if FALSE or just the
matrix of nonzero locations in the A matrix (if TRUE) in the computations.

See page 80 of (Cuzick and Edwards (1990)) for more details.

Usage
covTkTl(dat, n1, k, 1, nonzero.mat = TRUE, ...)
Arguments
dat The data set in one or higher dimensions, each row corresponds to a data point.
ni Number of cases
k Integers specifying the number of NNs (of subjects ¢ and m in a;; (k) am; (1)).
1 Integers specifying the number of NNs (of subjects ¢ and m in a;; (k)am;(1)).
nonzero.mat A logical argument (default is TRUE) to determine whether the A matrix or the
matrix of nonzero locations of the A matrix will be used in the computation of
N, and N,. If TRUE the nonzero location matrix is used, otherwise the A matrix
itself is used.
are for further arguments, such as method and p, passed to the dist function.
Value

Returns the exact covariance between 7}, and 7} values.

Author(s)

Elvan Ceyhan

References

Cuzick J, Edwards R (1990). “Spatial clustering for inhomogeneous populations (with discussion).”
Journal of the Royal Statistical Society, Series B, 52, 73-104.

See Also

asycovTkT1, covTcomb, and Ntkl
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Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

cls<-sample(@:1,n,replace = TRUE) #or try cls<-rep(0:1,c(10,10))
n1<-sum(cls==1)

k<-1 #try also 2,3 or sample(1:5,1)
1<-1 #try also 2,3 or sample(1:5,1)
c(k,1)

covTkT1(Y,n1,k,1)
covTkT1(Y,n1,k,1, method="max")
asycovTkT1l(Y,n1,k,1)

covTkT1(Y,n1,k,1,nonzero.mat = FALSE)
asycovTkT1(Y,n1,k,1,nonzero.mat = FALSE)

dist.std.data Interpoint Distance Matrix for Standardized Data

Description

This function computes and returns the distance matrix computed by using the specified distance
measure to compute the distances between the rows of a data matrix which is standardized row or
column-wise. That is, the output is the interpoint distance (IPD) matrix of the rows of the given set
of points x dist function in the stats package of the standard R distribution. The argument column
is the logical argument (default=TRUE) to determine row-wise or column-wise standardization. If
TRUE each column is divided by its standard deviation, else each row is divided by its standard
deviation. This function is different from the dist function in the stats package. dist returns
the distance matrix in a lower triangular form, and dist.std.data returns in a full matrix of distances

of standardized data set. ...are for further arguments, such as method and p, passed to the dist
function.
Usage
dist.std.data(x, column = TRUE, ...)
Arguments
X A set of points in matrix or data frame form where points correspond to the
TOWS.
column A logical argument (default is TRUE) to determine whether standardization is
row-wise or column-wise. If TRUE it is column-wise else row-wise standardiza-
tion.

Additional parameters to be passed on the dist function.
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Value
A distance matrix whose i,j-th entry is the distance between rows ¢ and j of x, which is standardized
row-wise or column-wise.

Author(s)

Elvan Ceyhan

See Also

dist, ipd.mat, and ipd.mat.euc

Examples

n<-20 #or try sample(1:20,1)
Y<-matrix(runif(3*n),ncol=3)
ipd<-ipd.mat(Y)

range (ipd)

ipd2<-dist.std.data(Y) #distance of standardized data
range(ipd2)

ipd2<-dist.std.data(Y,method="max") #distance of standardized data
range(ipd2)

S
Y<-matrix(runif(60,0,100),ncol=3)
ipd<-ipd.mat(Y)

range(ipd)

ipd2<-dist.std.data(Y) #distance of standardized data
range (ipd2)

dist2full Converts a lower triangular distance matrix to a full distance matrix

Description

Converts a lower triangular distance matrix to a full distance matrix with zeroes in the diagonal.
The input is usually the result of the dist function in the stats package. This function is adapted
from Everitt’s book (Everitt (2004))

Usage

dist2full(dis)

Arguments

dis A lower triangular matrix, resulting from the dist function in the stats package
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Value

A square (symmetric) distance matrix with zeroes in the diagonal.

Author(s)

Elvan Ceyhan

References

Everitt BS (2004). An R and S-Plus Companion to Multivariate Analysis. Springer-Verlag, London,
UK.

See Also

dist

Examples

#3D data points

n<-3
X<-matrix(runif(3#*n),ncol=3)
dst<-dist(X)

dist2full(dst)

euc.dist The Euclidean distance between two vectors, matrices, or data frames

Description

Returns the Euclidean distance between x and y which can be vectors or matrices or data frames of
any dimension (x and y should be of same dimension).

This function is equivalent to Dist function in the pcds package but is different from the dist
function in the stats package of the standard R distribution. dist requires its argument to be a
data matrix and dist computes and returns the distance matrix computed by using the specified
distance measure to compute the distances between the rows of a data matrix (Becker et al. (1988)),
while euc.dist needs two arguments to find the distances between. For two data matrices A and B,
dist(rbind(as.vector(A),as.vector(B))) and euc.dist(A,B) yield the same result.

Usage

euc.dist(x, y)

Arguments

X,y Vectors, matrices or data frames (both should be of the same type).
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Value

Euclidean distance between x and y

Author(s)

Elvan Ceyhan

References

Becker RA, Chambers JM, Wilks AR (1988). The New S Language. Wadsworth &amp Brooks/Cole.

See Also

dist from the base package stats and Dist from the package pcds

Examples

B<-c(1,0); C<-c(1/2,sqrt(3)/2);
euc.dist(B,C);
euc.dist(B,B);

x<-runif(10)
y<-runif(10)
euc.dist(x,y)

xm<-matrix(x,ncol=2)
ym<-matrix(y,ncol=2)
euc.dist(xm,ym)

euc.dist(xm,xm)
dat.fr<-data.frame(b=B,c=C)

euc.dist(dat.fr,dat.fr)
euc.dist(dat.fr,cbhind(B,C))

EV.Nii Expected Values of the Self Entries in a Species Correspondence Con-
tingency Table (SCCT)

Description

Returns a vector of length k of expected values of the self entries (i.e. first column) in a species
correspondence contingency table (SCCT) or the expected values of the diagonal entries IV;; in an
NNCT. These expected values are valid under RL or CSR.

The argument ct can be either the NNCT or SCCT.
See also (Ceyhan (2018)).
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Usage

EV.Nii(ct)

Arguments

ct The NNCT or SCCT

Value

A vector of length k£ whose entries are the expected values of the self entries (i.e. first column) in
a species correspondence contingency table (SCCT) or of the diagonal entries in an NNCT.

Author(s)

Elvan Ceyhan

References

Ceyhan E (2018). “A contingency table approach based on nearest neighbor relations for testing
self and mixed correspondence.” SORT-Statistics and Operations Research Transactions, 42(2),
125-158.

See Also

scct and EV.nnct

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

ct

EV.Nii(ct)
ct<-scct(ipd,cls)
EV.Nii(ct)

#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c(”a”,"b"),c(na,nb))
ct<-nnct(ipd, fcls)

EV.Nii(ct)

W

n<-40

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
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ct<-nnct(ipd,cls)

EV.Nii(ct)
ct<-scct(ipd,cls)
EV.Nii(ct)

EV.nnct Expected Values of the Cell Counts in NNCT

Description

Returns amatrix of same dimension as, ct, whose entries are the expected cell counts of the NNCT
under RL or CSR. The class sizes given as the row sums of ct and the row and column names are
inherited from ct.

See also (Dixon (1994); Ceyhan (2010)).

Usage

EV.nnct(ct)

Arguments

ct A nearest neighbor contingency table

Value

A matrix of the expected values of cell counts in the NNCT.

Author(s)

Elvan Ceyhan

References

Ceyhan E (2010). “On the use of nearest neighbor contingency tables for testing spatial segrega-
tion.” Environmental and Ecological Statistics, 17(3), 247-282.

Dixon PM (1994). “Testing spatial segregation using a nearest-neighbor contingency table.” Ecol-
ogy, 75(7), 1940-1948.

See Also

nnct and EV. tct
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Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3#*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

EV.nnct(ct)

#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c(”a”,"b"),c(na,nb))
ct<-nnct(ipd, fcls)

EV.nnct(ct)

SR

n<-40

Y<-matrix(runif(3#*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

EV.nnct(ct)

ct<-matrix(c(@,10,5,5),ncol=2)
EV.nnct(ct)

EV.rct Expected Values of the Cell Counts in RCT

Description

Returns a matrix of same dimension as the RCT, rfct, whose entries are the expected cell counts
of the RCT under RL or CSR.

See also (Ceyhan and Bahadir (2017)).

Usage

EV.rct(rfct, nvec)

Arguments

rfct An RCT

nvec The vector of class sizes
Value

A matrix of the expected values of cell counts in the RCT.
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Author(s)

Elvan Ceyhan

References

Ceyhan E, Bahadir S (2017). “Nearest Neighbor Methods for Testing Reflexivity.” Environmental
and Ecological Statistics, 24(1), 69-108.

See Also

rct, EV.nnct and EV. tct

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ipd<-ipd.mat(Y)

nvec<-as.numeric(table(cls))
rfct<-rct(ipd,cls)
EV.rct(rfct,nvec)

#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c("a","b"),c(na,nb))
nvec<-as.numeric(table(fcls))
rfct<-rct(ipd, fcls)
EV.rct(rfct,nvec)

AR

n<-40

Y<-matrix(runif(3*n),ncol=3)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ipd<-ipd.mat(Y)

rfct<-rct(ipd,cls)
EV.rct(rfct,nvec)

EV.Tcomb Expected Value for Cuzick & Edwards T'_comb Test Statistic

Description

This function computes the expected value of Cuzick & Edwards T,,,,; test statistic in disease
clustering, where T, is a linear combination of some T}, tests.
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The argument, n1, is the number of cases (denoted as n1 as an argument). The number of cases is
denoted as nj to match the case-control class labeling, which is just the reverse of the labeling in
Cuzick and Edwards (1990).

The argument klist is the vector of integers specifying the indices of the T} values used in
obtaining the T¢omp.

The argument sig is the covariance matrix of the vector of T} values used in Tcomb, and can be
computed via the the covTcomb function.

See page 87 of (Cuzick and Edwards (1990)) for more details.

Usage

EV.Tcomb(n1, n, klist, sig)

Arguments
ni Number of cases
n A positive integer representing the number of points in the data set
klist list of integers specifying the indices of the T}, values used in obtaining the
Tcomb~
sig The covariance matrix of the vector of T} values used in Tcomb
Value

Returns the expected value of the T, test statistic

Author(s)

Elvan Ceyhan

References

Cuzick J, Edwards R (1990). “Spatial clustering for inhomogeneous populations (with discussion).”
Journal of the Royal Statistical Society, Series B, 52, 73-104.

See Also

Tcomb, and ZTcomb

Examples

n<-20 #or try sample(1:20,1) #try also n<-50, 100
Y<-matrix(runif(3*n),ncol=3)

cls<-sample(@:1,n,replace = TRUE) #or try cls<-rep(@:1,c(10,10))
n1<-sum(cls==1)

kl<-sample(1:5,3) #try also sample(1:5,2)
k1l

sig<-covTcomb(Y,n1,kl)
EV.Tcomb(n1,n,kl,sig)
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EV.tct Expected Values of the Types I-1V cell-specific tests

Description

Returns a matrix of same dimension as, ct, whose entries are the expected values of the T;; values
which are the Types I-IV cell-specific test statistics (i.e., Tin - TinV) under RL or CSR. The row
and column names are inherited from ct. The type argument specifies the type of the cell-specific
test among the types I-IV tests.

See also (Ceyhan (2017)) and the references therein.

Usage

EV.tct(ct, type = "III")

Arguments
ct A nearest neighbor contingency table
type The type of the cell-specific test, default="III". Takes on values "I"-"IV" (or
equivalently 1-4, respectively.
Value

A matrix of the expected values of Type I-IV cell-specific tests.

Author(s)

Elvan Ceyhan

References

Ceyhan E (2017). “Cell-Specific and Post-hoc Spatial Clustering Tests Based on Nearest Neighbor
Contingency Tables.” Journal of the Korean Statistical Society, 46(2), 219-245.

See Also

EV.tctI, tct and EV.nnct

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

EV.tct(ct,2)
EV.tct(ct,"II")
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EV.tctI(ct)

#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c(”a”,"b"),c(na,nb))
ct<-nnct(ipd, fcls)
EV.tct(ct,2)

HHHHHHHEHEEE

n<-490

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

EV.tct(ct,2)

ct<-matrix(c(0,10,5,5),ncol=2)
EV.tct(ct,2)

EV.tctI Expected Values of the Type I cell-specific tests

Description

Returns a matrix of same dimension as, ct, whose entries are the expected values of the Type 1
cell-specific test statistics, Tzﬂ The row and column names are inherited from ct. These expected
values are valid under RL or CSR.

See also (Ceyhan (2017)) and the references therein.

Usage

EV.tctI(ct)

Arguments

ct A nearest neighbor contingency table

Value

A matrix of the expected values of Type I cell-specific tests.

Author(s)

Elvan Ceyhan
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References

Ceyhan E (2017). “Cell-Specific and Post-hoc Spatial Clustering Tests Based on Nearest Neighbor
Contingency Tables.” Journal of the Korean Statistical Society, 46(2), 219-245.

See Also

EV.tct, tct and EV.nnct

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

EV.tctI(ct)

EV.Tkinv Expected Value of Cuzick and Edwards T _k " inv Test statistic

Description

This function computes the expected value of Cuzick and Edwards 7} test statistic which is based
on the sum of number of cases closer to each case than the k-th nearest control to the case.

The number of cases are denoted as n; (denoted as n1 as an argument) and number of controls as ng
for both functions (denoted as n@ as an argument), to match the case-control class labeling, which
is just the reverse of the labeling in Cuzick and Edwards (1990).

See the function ceTkinv for the details of the 7} test.

See (Cuzick and Edwards (1990)) and references therein.

Usage

EV.Tkinv(n1, n@, k)

Arguments

n1, n@ The number of cases and controls

k Integer specifying the number of the closest controls to subject 7.
Value

The expected value of Cuzick and Edwards 7™ test statistic for disease clustering
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Author(s)

Elvan Ceyhan

References

Cuzick J, Edwards R (1990). “Spatial clustering for inhomogeneous populations (with discussion).”
Journal of the Royal Statistical Society, Series B, 52, 73-104.

See Also

ceTkinv, ceTrun, and EV.Trun
Examples

n1<-20

no<-25

k<-2 #try also 2, 3

EV.Tkinv(n1,n0,k)

EV.Tkinv(n1,n0,k=1)

EV.Trun(n1,n@)

exact.nnct Exact version of Pearson’s chi-square test on NNCTs

Description

An object of class "htest"” performing exact version of Pearson’s chi-square test on nearest neigh-
bor contingency tables (NNCTs) for the RL or CSR independence for 2 classes. Pearson’s x? test
is based on the test statistic X2 = 23:1 S22 L (Nij — pij)?/wij» which has x? distribution in
the limit provided that the contingency table is constructed under the independence null hypothe-
sis. The exact version of Pearson’s test uses the exact distribution of X2 rather than large sample
X2 approximation. That is, for the one-sided alternative, we calculate the p-values as in the func-
tion exact.pvalls; and for the two-sided alternative, we calculate the p-values as in the function
exact.pval2s with double argument determining the type of the correction.

This test would be equivalent to Fisher’s exact test fisher.test if the odds ratio=1 (which can
not be specified in the current version), and the odds ratio for the RL or CSR independence null
hypothesis is 8y = (n1 — 1)(n2 — 1)/(n1n2) which is used in the function and the p-value and
confidence interval computations are are adapted from fisher.test.

See Ceyhan (2014) for more details.
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Usage

exact.nnct(
ct,
alternative = "two.sided",
conf.level = 0.95,
pval.type = "inc",
double = FALSE

)
Arguments
ct A2 x 2NNCT
alternative Type of the alternative hypothesis in the test, one of "two.sided”, "less” or
"greater”.
conf.level Level of the upper and lower confidence limits, default is @.95, for the odds
ratio
pval.type The type of the p-value correction for the exact test on the NNCT, default="1inc".
Takes on values "inc”, "exc”, "mid", "tocher” (or equivalently 1-4, respec-
tively) for table inclusive, table-exclusive, mid-p-value, and Tocher corrected
p-value, respectively.
double A logical argument (default is FALSE) to determine whether type I or II correc-
tion should be applied to the two-sided p-value. Used only when alternative="two.sided".
If TRUE type I correction (for doubling the minimum of the one-sided p-value)
is applied, otherwise, type II correction (using the probabilities for the more
extreme tables) is applied.
Value

A list with the elements

statistic The test statistic, it is NULL for this function

p.value The p-value for the hypothesis test for the corresponding alternative

conf.int Confidence interval for the odds ratio in the 2 x 2 NNCT at the given confidence
level conf . level and depends on the type of alternative.

estimate Estimate, i.e., the observed odds ratio the 2 x 2 NNCT.

null.value Hypothesized null value for the odds ratio in the 2 x 2 NNCT, which is 8y =
(n1 — 1)(n2 — 1)/(nyng) for this function.

alternative Type of the alternative hypothesis in the test, one of "two.sided", "less”,
"greater”

method Description of the hypothesis test

data.name Name of the contingency table, ct

Author(s)

Elvan Ceyhan
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References

Ceyhan E (2014). “Testing Spatial Symmetry Using Contingency Tables Based on Nearest Neigh-
bor Relations.” The Scientific World Journal, Volume 2014, Article ID 698296.

See Also

fisher.test, exact.pvalls, and exact.pval2s

Examples

n<-20

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

ct

exact.nnct(ct)
fisher.test(ct)

exact.nnct(ct,alt="g")
fisher.test(ct,alt="g")

exact.nnct(ct,alt="1",pval.type = "mid")
HHHHHHEREEE

ct<-matrix(sample(10:20,9),ncol=3)
fisher.test(ct) #here exact.nnct(ct) gives error message, since number of classes > 2

exact.pvalls p-value correction to the one-sided version of exact NNCT test

Description

In using Fisher’s exact test on the 2 x 2 nearest neighbor contingency tables (NNCTs) a correction
may be needed for the p-value. For the one-sided alternatives, the probabilities of more extreme
tables are summed up, including or excluding the probability of the table itself (or some middle
way). Let the probability of the contingency table itself be p; = f(n11|n1,ns2,c1;60) where 6y =
(n1 — 1)(ng — 1)/(n1ng) which is the odds ratio under RL or CSR independence and f is the
probability mass function of the hypergeometric distribution. For testing the one-sided alternative
H, : 0 = 0 versus H, : 0 > 0y, we consider the following four methods in calculating the
p-value:

* [()] with S = {t: ¢t > ny1}, we get the table-inclusive version which is denoted as p;, .,
o [({)] with S = {¢t : t > nq1}, we get the fable-exclusive version, denoted as p_,..

* [(iii)] Using p = pZ,. + p+/2, we get the mid-p version, denoted as p;. . ..
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* [(iv)] We can also use Tocher corrected version which is denoted as p%oc (see tocher. cor for

details).

See (Ceyhan (2010)) for more details.

Usage

exact.pvalls(ptable, pval, type = "inc"

Arguments

ptable

pval

type

Value

Probability of the observed 2 x 2 NNCT under the null hypothesis using the
hypergeometric distribution for Fisher’s exact test.

Table inclusive p-value for Fisher’s exact test on the NNCT.

The type of the p-value correction for the one-sided exact test on the NNCT, de-
fault="inc". Takes on values "inc"”, "exc", "mid", "tocher” (or equivalently
1-4, respectively) for table inclusive, table-exclusive, mid-p-value, and Tocher

corrected p-value, respectively.

A modified p-value based on the correction specified in type.

Author(s)

Elvan Ceyhan

References

Ceyhan E (2010). “Exact Inference for Testing Spatial Patterns by Nearest Neighbor Contingency
Tables.” Journal of Probability and Statistical Science, 8(1), 45-68.

See Also

exact.pval2s and tocher.cor

Examples

ct<-matrix(sample(20:40,4),ncol=2)
ptab<-prob.nnct(ct)

pv<-.3

exact.pvalls(ptab,pv)
exact.pvalls(ptab,pv, type="exc")
exact.pvalls(ptab,pv, type="mid")
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exact.pval2s p-value correction to the two-sided version of exact NNCT test

Description

In using Fisher’s exact test on the 2 x 2 nearest neighbor contingency tables (NNCTs) a correction
may be needed for the p-value. For the one-sided alternatives, the probabilities of more extreme
tables are summed up, including or excluding the probability of the table itself (or some middle
way).

There is additional complexity in p-values for the two-sided alternatives. A recommended method is
adding up probabilities of the same size and smaller than the probability associated with the current
table. Alternatively, one can double the one-sided p-value (see (Agresti (1992)).

Let the probability of the contingency table itself be p;, = f(n11|n1,ne, c1;600) where 6y = (nq —
1)(ng — 1)/(n1n2) which is the odds ratio under RL or CSR independence and f is the probability
mass function of the hypergeometric distribution.

**Type (I):** For double the one-sided p-value, we propose the following four variants:
e [(1)] twice the minimum of p;,. for the one-sided tests, which is table-inclusive version for
this type of two-sided test, and denoted as p/, .,

* [(ii)] twice the minimum of p;,,. minus twice the table probability p;, which is table-exclusive
version of this type of two-sided test, and denoted as p?,.,

* [(iii)] table-exclusive version of this type of two-sided test plus p;, which is mid-p-value for
this test, and denoted as pfm- dd>

e [(iv)]Tocher corrected version (see tocher. cor for details).

**Type (II):** For summing the p-values of more extreme —than that of the table— cases in both
directions, the following variants are obtained. The p-value is p = Y ¢ f(t[n1,n2,c1;6 = 1) with

[D]S={t: f(t|n1,n2,c1;0 =1) < p;}, which is called rable-inclusive version, p#c,

[(i1)] the probability of the observed table is included twice, once for each side; that is p =
pl! + py, which is called twice-table-inclusive version, plf .,

[(iii)] table-inclusive minus p;, which is referred as table-exclusive version, plL

[(iv)] table-exclusive plus one-half the p;, which is called mid-p version, pf,{i 4 and,

[(v)]Tocher corrected version, piL , is obtained as before.

See (Ceyhan (2010)) for more details.

Usage

ns

exact.pval2s(ptable, pval, type = "inc"”, double = FALSE)
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Arguments

ptable

pval

type

double

Value

47

Probability of the observed 2 x 2 NNCT under the null hypothesis using the
hypergeometric distribution for Fisher’s exact test.

Table inclusive p-value for Fisher’s exact test on the NNCT.

The type of the p-value correction for the two-sided exact test on the NNCT, de-
fault="inc". Takes on values "inc", "exc”, "mid", "tocher"” (or equivalently
1-4, respectively) for table inclusive, table-exclusive, mid-p-value, and Tocher

corrected p-value, respectively.

A logical argument (default is FALSE) to determine whether type I or II correc-
tion should be applied to the two-sided p-value. If TRUE type I correction (for
doubling the minimum of the one-sided p-value) is applied, otherwise, type II
correction (using the probabilities for the more extreme tables) is applied.

A modified p-value based on the correction specified in type.

Author(s)

Elvan Ceyhan

References

Agresti A (1992). “A Survey of Exact Inference for Contingency Tables.” Statistical Science, 7(1),

131-153.

Ceyhan E (2010). “Exact Inference for Testing Spatial Patterns by Nearest Neighbor Contingency
Tables.” Journal of Probability and Statistical Science, 8(1), 45-68.

See Also

exact.pvalls and tocher.cor

Examples

ct<-matrix(sample(20:40,4),ncol=2)
ptab<-prob.nnct(ct)

pv<-.23

exact.pval2s(ptab,pv)
exact.pval2s(ptab,pv, type="exc")
exact.pval2s(ptab,pv, type="mid")
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funs.auxcovtct Auxiliary Functions for Computing Covariances Between Cell Counts
in the TCT

Description

Five functions: cov.2cells, cov.cell.col, covNijCk, cov2cols and covCiCj

These are auxiliary functions for computing covariances between entries in the TCT for the types
I-IV cell-specific tests. The covariances between T;; values for i, = 1,..., k in the TCT require
covariances between two cells in the NNCT, between a cell and column sum, and between two
column sums in the NNCT. cov. 2cells computes the covariance between two cell counts IV;; and
Nj; in an NNCT, cov.cell.col and covNijCk are equivalent and they compute the covariance
between cell count V;; and sum of column &, Cj;, cov2cols and covCiCj are equivalent and they
compute the covariance between sums of two columns, C; and C;. The index arguments refer to
which entry or column sum is intended in the NNCT. The argument covN must be the covariance
between N;; values which are obtained from NNCT by row-wise vectorization. These covariances
are valid under RL or conditional on ) and R under CSR.

Usage
cov.2cells(i, j, k, 1, ct, covN)
cov.cell.col(i, j, k, ct, covN)
covNijCk(i, j, k, ct, covN)
cov.2cols(i, j, ct, covN)

covCiCj(i, j, ct, covN)

Arguments
i, j, k1 Indices of the cell counts or column sums whose covariance is to be computed.
All four are needed for cov. 2cells referring to cells (¢, j) and (k, [); only three
indices i, j, k are needed for cov.cell.col and covNijCk referring to cell (4, j)
and column k; only two indices ¢, j are needed for cov2cols and covCiCj re-
ferring to columns ¢ and j.
ct A nearest neighbor contingency table
covN The k2 x k2 covariance matrix of row-wise vectorized cell counts of NNCT, ct.
Value

cov. 2cells returns the covariance between two cell counts N;; and IVy; in an NNCT, cov.cell.col
and covNi jCk return the covariance between cell count N;; and sum of column k, C}, cov2cols
and covCiCj return the covariance between sums of two columns, C; and C}.
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Author(s)

Elvan Ceyhan

See Also

cov.tct and cov.nnct

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv)

cov.2cells(1,1,1,2,ct,covN)

cov.cell.col(2,2,1,ct,covN)
covNijCk(2,2,1,ct,covN)

cov.2cols(2,1,ct,covN)
covCiCj(2,1,ct,covN)

W

n<-40

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv)

cov.2cells(2,3,1,2,ct,covN)

cov.cell.col(1,1,2,ct,covN)
covNijCk(1,1,2,ct,covN)

cov.2cols(3,4,ct,covN)
covCiCj(3,4,ct,covN)
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funs.base.class.spec  Base Class-specific Chi-square Tests based on NNCTs

Description

Two functions: base.class.spec.ct and base.class. spec.

Both functions are objects of class "classhtest” but with different arguments (see the parameter
list below). Each one performs class specific segregation tests due to Dixon for & > 2 classes.
That is, each one performs hypothesis tests of deviations of entries in each row of NNCT from
the expected values under RL or CSR for each row. Recall that row labels in the NNCT are base
class labels. The test for each row i is based on the chi-squared approximation of the corresponding
quadratic form and are due to Dixon (2002).

Each function yields the test statistic, p-value and df for each base class ¢, description of the al-
ternative with the corresponding null values (i.e. expected values) for the row 7, estimates for the
entries in row ¢ for ¢ = 1, ..., k. The functions also provide names of the test statistics, the method
and the data set used.

The null hypothesis for each row is that the corresponding N;; entries in row ¢ are equal to their
expected values under RL or CSR.

See also (Dixon (2002); Ceyhan (2009)) and the references therein.

Usage

base.class.spec.ct(ct, covN)

base.class.spec(dat, lab, ...)

Arguments
ct A nearest neighbor contingency table, used in base.class. spec.ct only
covN The k2 x k? covariance matrix of row-wise vectorized entries of NNCT, ct ;

used in base.class.spec.ct only.

dat The data set in one or higher dimensions, each row corresponds to a data point,
used in base.class. spec only

lab The vector of class labels (numerical or categorical), used in base. class. spec
only

are for further arguments, such as method and p, passed to the dist function.
used in base. class. spec only
Value

A list with the elements

type Type of the class-specific test, which is "base” for this function

statistic The vector of base class-specific test statistics
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stat.names Name of the test statistics
p.value The vector of p-values for the hypothesis test
df Degrees of freedom for the chi-squared test, which is k£ — 1 for this function.
estimate Estimates of the parameters, NNCT, i.e., matrix of the observed N;; values
which is the NNCT.
null.value Matrix of hypothesized null values for the parameters which are expected values
of the N;; values in the NNCT.
null.name Name of the null values
method Description of the hypothesis test
ct.name Name of the contingency table, ct, returned by base.class.spec.ct only
data.name Name of the data set, dat, returned by base.class. spec only
Author(s)
Elvan Ceyhan
References

Ceyhan E (2009). “Class-Specific Tests of Segregation Based on Nearest Neighbor Contingency
Tables.” Statistica Neerlandica, 63(2), 149-182.

Dixon PM (2002). “Nearest-neighbor contingency table analysis of spatial segregation for several
species.” Ecoscience, 9(2), 142-151.

See Also

NN.class.spec.ct,NN.class. spec, class.spec.ct and class. spec

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv)

base.class.spec(Y,cls)
base.class.spec.ct(ct,covN)
base.class.spec(Y,cls,method="max")

#cls as a factor
na<-floor(n/2); nb<-n-na
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fcls<-rep(c("a","b"),c(na,nb))
ct<-nnct(ipd,fcls)

base.class.spec(Y,fcls)
base.class.spec.ct(ct,covN)

HEEHHHHHE

n<-40

Y<-matrix(runif(3#*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval(W)
varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv)

base.class.spec(Y,cls)
base.class.spec.ct(ct,covN)

funs.cell.spec.ss Pielou’s Cell-specific Segregation Test with Normal Approximation
(for Sparse Sampling)

Description

Two functions: cell.spec.ss.ct and cell.spec.ss.

Both functions are objects of class "cellhtest” but with different arguments (see the parameter
list below). Each one performs hypothesis tests of equality of the expected values of the cell counts
(i.e., entries) in the NNCT for £ > 2 classes. Each test is appropriate (i.e. have the appropriate
asymptotic sampling distribution) when that data is obtained by sparse sampling.

Each cell-specific segregation test is based on the normal approximation of the entries in the NNCT
and are due to Pielou (1961).

Each function yields a contingency table of the test statistics, p-values for the corresponding alter-
native, expected values, lower and upper confidence levels, sample estimates (i.e. observed values)
and null value(s) (i.e. expected values) for the IV;; values for 7,j = 1,2,...,k and also names of
the test statistics, estimates, null values and the method and the data set used.

The null hypothesis is that all E(N;;) = n;c;/n where n; is the sum of row ¢ (i.e. size of class %)
c; is the sum of column j in the & x k NNCT for k > 2. In the output, the test statistic, p-value and
the lower and upper confidence limits are valid only for (properly) sparsely sampled data.

See also (Pielou (1961); Ceyhan (2010)) and the references therein.
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Usage

cell.spec.ss.ct(
ct,
alternative = c("two.sided”, "less"”, "greater"),
conf.level = 0.95

)

cell.spec.ss(
dat,
lab,
alternative = c("two.sided”, "less"”, "greater"),
conf.level = 0.95,

)
Arguments
ct A nearest neighbor contingency table, used in cell.spec.ss.ct only
alternative Type of the alternative hypothesis in the test, one of "two.sided"”, "less” or
"greater”.
conf.level Level of the upper and lower confidence limits, default is @. 95, for the entries,
N;; in the NNCT
dat The data set in one or higher dimensions, each row corresponds to a data point,
used in cell.spec.ss only
lab The vector of class labels (numerical or categorical), used in cell.spec.ss
only
are for further arguments, such as method and p, passed to the dist function.
used in cell.spec.ss only
Value

A list with the elements

statistic The matrix of Z test statistics for cell-specific tests

stat.names Name of the test statistics

p.value The matrix of p-values for the hypothesis test for the corresponding alternative
LCL, UCL Matrix of Lower and Upper Confidence Levels for the entries IV;; in the NNCT

at the given confidence level conf . level and depends on the type of alternative.

conf.int The confidence interval for the estimates, it is NULL here, since we provide the
UCL and LCL in matrix form.

cnf.1lvl Level of the upper and lower confidence limits (i.e., conf.level) of the NNCT
entries.
estimate Estimates of the parameters, i.e., matrix of the NNCT entries of the k£ x kK NNCT,

Nij for i,j=1,2,... k.
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est.name, est.name?2
Names of the estimates, former is a shorter description of the estimates than the

latter.
null.value Hypothesized null value for the expected values of the NNCT entries, E(Nij) for
i,j=1,2,... .k
null.name Name of the null values
alternative Type of the alternative hypothesis in the test, one of "two.sided"”, "less”,
"greater”
method Description of the hypothesis test
ct.name Name of the contingency table, ct, returned by cell.spec.ss.ct only
data.name Name of the data set, dat, returned by cell.spec.ss only
Author(s)
Elvan Ceyhan
References

Ceyhan E (2010). “On the use of nearest neighbor contingency tables for testing spatial segrega-
tion.” Environmental and Ecological Statistics, 17(3), 247-282.

Pielou EC (1961). “Segregation and symmetry in two-species populations as studied by nearest-
neighbor relationships.” Journal of Ecology, 49(2), 255-269.

See Also

cell.spec.ct and cell. spec

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

cell.spec.ss(Y,cls)
cell.spec.ss.ct(ct)
cell.spec.ss.ct(ct,alt="g")

cell.spec.ss(Y,cls,method="max")

#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c("a”,"b"),c(na,nb))
ct<-nnct(ipd, fcls)

cell.spec.ss(Y,fcls)
cell.spec.ss.ct(ct)
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W

n<-40

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

cell.spec.ss(Y,cls,alt="1")
cell.spec.ss.ct(ct)
cell.spec.ss.ct(ct,alt="1")

funs.class. spec Class-specific Chi-square Tests based on NNCTs

Description

Two functions: class.spec.ct and class. spec.

Both functions are objects of class "classhtest” but with different arguments (see the parameter
list below). Each one performs class specific segregation tests for the rows if type="base"” and
columns if type="NN" for k& > 2 classes. That is, each one performs hypothesis tests of deviations
of entries in each row (column) of NNCT from the expected values under RL or CSR for each
row (column) if type="base"” ("NN"). Recall that row labels of the NNCT are base class labels
and column labels in the NNCT are NN class labels. The test for each row (column) 7 is based on
the chi-squared approximation of the corresponding quadratic form and are due to Dixon (2002)
(Ceyhan (2009)).

The argument covN must be covariance of row-wise (column-wise) vectorization of NNCT if type="base"
(type="NN").

Each function yields the test statistic, p-value and df for each base class ¢, description of the alter-
native with the corresponding null values (i.e. expected values) for the row (column) ¢, estimates
for the entries in row (column) i fori = 1,..., k if type="base"” (type="NN"). The functions also
provide names of the test statistics, the method and the data set used.

The null hypothesis for each row (column) is that the corresponding V;; entries in row (column) ¢
are equal to their expected values under RL or CSR.

See also (Dixon (2002); Ceyhan (2009)) and the references therein.

Usage

class.spec.ct(ct, covN, type = "base")

class.spec(dat, lab, type = "base", ...)
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Arguments

ct

covN

type

dat

lab

Value

funs.class.spec

A nearest neighbor contingency table, used in class. spec.ct only

The k2 x k2 covariance matrix of row-wise vectorized entries of NNCT, ct
used in class. spec.ct only.

The type of the class-specific tests with default="base". Takes on values”base"
for (Dixon’s) base class-specific test and"NN" for NN class-specific test.

The data set in one or higher dimensions, each row corresponds to a data point,
used in class. spec only

The vector of class labels (numerical or categorical), used in class. spec only

are for further arguments, such as method and p, passed to the dist function.
used in class. spec only

A list with the elements

type

statistic

stat.names

p.value
df

estimate

null.value

null.name

method

ct.name

data.name

References

Type of the class-specific test, which is "base” or "NN" for this function
The vector of class-specific test statistics

Name of the test statistics

The vector of p-values for the hypothesis test

Degrees of freedom for the chi-squared test, which is k—1 for base class-specific
test and k for NN class-specific test.

Estimates of the parameters, NNCT, i.e., the matrix of the observed N;; values
for base class-specific test and transpose of the NNCT for the NN class-specific
test.

The matrix of hypothesized null values for the parameters which are expected
values of the N;; values for the base class-specific test and transpose of this
matrix for the NN-class specific test.

Name of the null values
Description of the hypothesis test
Name of the contingency table, ct, returned by class. spec.ct only

Name of the data set, dat, returned by class. spec only

Ceyhan E (2009). “Class-Specific Tests of Segregation Based on Nearest Neighbor Contingency
Tables.” Statistica Neerlandica, 63(2), 149-182.

Dixon PM (2002). “Nearest-neighbor contingency table analysis of spatial segregation for several
species.” Ecoscience, 9(2), 142-151.

See Also

base.class.spec.ct, base.class.spec, NN.class.spec.ct and NN.class. spec
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Examples

n<-20

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval (W)

varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv) #default is byrow

class.spec(Y,cls)
class.spec(Y,cls, type="NN")

class.spec.ct(ct,covN)
class.spec.ct(ct,covN, type="NN")

class.spec(Y,cls,method="max")

#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c("a","b"),c(na,nb))
ct<-nnct(ipd, fcls)

class.spec(Y,fcls)
class.spec(Y,fcls, type="NN")

class.spec.ct(ct,covN)
class.spec.ct(ct,covN, type="NN")

HHHEHEHREEE

n<-40

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv)

class.spec(Y,cls)
class.spec(Y,cls, type="NN")

class.spec.ct(ct,covN)
class.spec.ct(ct,covN, type="NN")
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funs.covNii Covariance Matrix of the Self Entries in a Species Correspondence
Contingency Table (SCCT)

Description

Two functions: covNii.ct and covNii.

Both functions return the covariance matrix of the self entries (i.e. first column entries) in a species
correspondence contingency table (SCCT) but have different arguments (see the parameter list be-
low). The covariance matrix is of dimension k x & and its entries are cov(S;, S;) where .S; values
are the entries in the first column of SCCT (recall that .S; equals diagonal entry N;; in the NNCT).
These covariances are valid under RL or conditional on () and R under CSR.

The argument ct which is used in covNii.ct only, can be either the NNCT or SCCT. And the
argument Vsq is the vector of variances of the diagonal entries /V;; in the NNCT or the self entries
(i.e. the first column) in the SCCT.

See also (Ceyhan (2018)).

Usage

covNii.ct(ct, Vsq, Q, R)

covNii(dat, lab, ...)
Arguments
ct The NNCT or SCCT, used in covNii.ct only
Vsq The vector of variances of the diagonal entries N;; in the NNCT or the self
entries (i.e. the first column) in the SCCT, used in covNii.ct only
Q The number of shared NNs, used in covNii.ct only
R The number of reflexive NN (i.e., twice the number of reflexive NN pairs), used

in covNii.ct only

dat The data set in one or higher dimensions, each row corresponds to a data point,
used in covNii only

lab The vector of class labels (numerical or categorical), used in covNii only

are for further arguments, such as method and p, passed to the dist function,
used in covNii only

Value

A vector of length k£ whose entries are the variances of the self entries (i.e. first column) in a
species correspondence contingency table (SCCT).

The k x k covariance matrix of cell counts \S; in the self (i.e., first) column of the SCCT or of the
diagonal cell counts N;; for¢ = 1,..., k in the NNCT.
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Author(s)

Elvan Ceyhan

References

Ceyhan E (2018). “A contingency table approach based on nearest neighbor relations for testing
self and mixed correspondence.” SORT-Statistics and Operations Research Transactions, 42(2),
125-158.

See Also

scct, cov.nnct, cov. tct and cov.nnsym

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)
Qv<-Qvec (W) $q
Rv<-Rval (W)

vsg<-varNii.ct(ct,Qv,Rv)
covNii(Y,cls)
covNii.ct(ct,vsq,Qv,Rv)

covNii(Y,cls,method="max")

#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c(”a”,"b"),c(na,nb))
ct<-nnct(ipd, fcls)

covNii(Y,fcls)
covNii.ct(ct,vsq,Qv,Rv)

HHHHHHHEHEEE

n<-490

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)
Qv<-Qvec(W)$q
Rv<-Rval (W)

vsg<-varNii.ct(ct,Qv,Rv)
covNii(Y,cls)
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covNii.ct(ct,vsq,Qv,Rv)

funs.covtct Functions for Covariances of the Entries of the Types I, Il and IV
TCTs

Description

Four functions: cov.tctI, cov.tctIII, cov.tct3 and cov.tctIV.

These functions return the covariances between between entries in the TCT for the types I, III, and
IV cell-specific tests in matrix form which is of dimension k2 x k2. The covariance matrix entries
are cov(T;;, Ty;) when T;; values are by default corresponding to the row-wise vectorization of
TCT. The argument CovN must be the covariance between N;; values which are obtained from the
NNCT by row-wise vectorization. The functions cov.tctIII and cov.tct3 are equivalent. These
covariances are valid under RL or conditional on @ and R under CSR.

See also (Ceyhan (2017)).

Usage

cov.tctI(ct, CovN)
cov.tctIII(ct, CovN)
cov.tct3(ct, CovN)

cov.tctIV(ct, CovN)

Arguments

ct A nearest neighbor contingency table

CovN The k2 x k2 covariance matrix of row-wise vectorized cell counts of NNCT, ct.
Value

Each of these functions returns a k2 x k2 covariance matrix, whose entries are the covariances of the
entries in the TCTs for the corresponding type I-IV cell-specific test. The row and column names
are inherited from ct.

Author(s)

Elvan Ceyhan

References

Ceyhan E (2017). “Cell-Specific and Post-hoc Spatial Clustering Tests Based on Nearest Neighbor
Contingency Tables.” Journal of the Korean Statistical Society, 46(2), 219-245.
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See Also

cov.tct and cov.nnct

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv)

cov.tctI(ct,covN)
cov.tctIII(ct,covN)
cov.tctIV(ct,covN)

funs.kNNdist Functions for the k" th and k NN distances

Description

Two functions: kthNNdist and kNNdist.

kthNNdist returns the distances between subjects and their k' NNs. The output is an n x 2
matrix where n is the data size and first column is the subject index and second column contains
the corresponding distances to k*" NN subjects.

kNNdist returns the distances between subjects and their k NNs. The output is an n x (k+ 1) matrix
where n is the data size and first column is the subject index and the remaining k columns contain
the corresponding distances to k NN subjects.

Usage
kthNNdist(x, k, is.ipd = TRUE, ...)
kNNdist(x, k, is.ipd = TRUE, ...)
Arguments
X The IPD matrix (if is.ipd=TRUE) or a data set of points in matrix or data frame

form where points correspond to the rows (if is.ipd = FALSEALSE).
k Integer specifying the number of NNs (of subjects).
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is.ipd A logical parameter (default=TRUE). If TRUE, x is taken as the inter-point distance
matrix, otherwise, x is taken as the data set with rows representing the data
points.

are for further arguments, such as method and p, passed to the dist function.

Value

kthNNdist returns an n X 2 matrix where n is data size (i.e. number of subjects) and first column
is the subject index and second column is the k*"* NN distances.

kNNdist returns an n x (k + 1) matrix where n is data size (i.e. number of subjects) and first
column is the subject index and the remaining k columns contain the corresponding distances to k
NN subjects.

Author(s)

Elvan Ceyhan

See Also

NNdist and NNdist2cl

Examples

#Examples for kthNNdist

#3D data points, gives NAs when n<=k
n<-20 #or try sample(1:20,1)
Y<-matrix(runif(3*n),ncol=3)
ipd<-ipd.mat(Y)

kthNNdist(ipd, 3)

kthNNdist(Y,3,is.ipd = FALSE)
kthNNdist(ipd,5)
kthNNdist(Y,5,1is.ipd = FALSE)

kthNNdist(Y,3,is.ipd = FALSE,method="max")

#1D data points

X<-as.matrix(runif(5)) # need to be entered as a matrix with one column
#(i.e., a column vector), hence X<-runif(5) would not work
ipd<-ipd.mat(X)

kthNNdist(ipd, 3)

#Examples for kNNdist

#3D data points, gives NAs if n<=k for n,n+1,...,kNNs
n<-20 #or try sample(1:20,1)
Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)
kNNdist(ipd,3)
kNNdist(ipd,5)
kNNdist(Y,5,is.ipd

FALSE)

kNNdist(Y,5,is.ipd = FALSE,method="max"
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kNNdist(ipd,1)
kthNNdist(ipd,1)

#1D data points

X<-as.matrix(runif(5)) # need to be entered as a matrix with one column
#(i.e., a column vector), hence X<-runif(5) would not work
ipd<-ipd.mat(X)

kNNdist(ipd,3)

funs.kNNdist2cl Functions for the k" th and k NN distances

Description

Two functions: kthNNdist2cl and kNNdist2cl.

kthNNdist2cl returns the distances between subjects from class i and their £** NNs from class j.
The output is a 1ist with first entry (kth.nndist) is an n; X 3 matrix where n; is the size of class
¢ and first column is the subject index for class ¢, second column is the index of the k'™ NN of class
i subjects among class j subjects and third column contains the corresponding k' NN distances.
The other entries in the 1ist are labels of base class and NN class and the value of k, respectively.

kNNdist2cl returns the distances between subjects from class ¢ and their k NNs from class j. The
output is a 1ist with first entry (ind.knndist) is an n; x (k + 1) matrix where n; is the size of
class 4, first column is the indices of class ¢ subjects, 2nd to (k + 1)-st columns are the indices of
k NNs of class ¢ subjects among class j subjects. The second list entry (knndist) is an n; x k
matrix where n; is the size of class ¢ and the columns are the kNN distances of class ¢ subjects to
class j subjects. The other entries in the 1ist are labels of base class and NN class and the value of
k, respectively.

The argument within.class. ind is a logical argument (default=FALSE) to determine the indexing
of the class ¢ subjects. If TRUE, index numbering of subjects is within the class, from 1 to class size
(i.e., 1:n_1i), according to their order in the original data; otherwise, index numbering within class
is just the indices in the original data.

The argument is.ipd is a logical argument (default=TRUE) to determine the structure of the argu-
ment x. If TRUE, x is taken to be the inter-point distance (IPD) matrix, and if FALSE, x is taken to be
the data set with rows representing the data points.

Usage
kthNNdist2cl(x, k, i, j, lab, within.class.ind = FALSE, is.ipd = TRUE, ...)
kNNdist2cl(x, k, i, j, lab, within.class.ind = FALSE, is.ipd = TRUE, ...)
Arguments
X The IPD matrix (if is.ipd=TRUE) or a data set of points in matrix or data frame

form where points correspond to the rows (if is.ipd = FALSEALSE).
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k
i’j

lab

funs.kNNdist2cl

Integer specifying the number of NNs (of subjects).
class label of base class and NN classes, respectively.

The vector of class labels (numerical or categorical)

within.class.ind

is.ipd

Value

A logical parameter (default=FALSE). If TRUE, index numbering of subjects is
within the class, from 1 to class size (i.e., 1:n_1i), according to their order in the
original data; otherwise, index numbering within class is just the indices in the
original data.

A logical parameter (default=TRUE). If TRUE, x is taken as the inter-point distance
matrix, otherwise, x is taken as the data set with rows representing the data
points.

are for further arguments, such as method and p, passed to the dist function.

kthNNdist2cl returns the 1ist of elements

kth.nndist

base.class
nn.class

k

n; X 3 matrix where n; is the size of class ¢ and first column is the subject index
for class 4, second column is the index of the k-th NN of class ¢ subjects among
class j subjects and third column contains the corresponding k-th NN distances,
, returned by Zseg.ind.ct only

label of base class
label of NN class
value of k in KNN

kNNdist2cl returns the 1ist of elements

ind.knndist

knndist

base.class
nn.class

k

Author(s)

Elvan Ceyhan

See Also

n; X (k + 1) matrix where n; is the size of class i, first column is the indices of
class 7 subjects, 2nd to (k + 1)-st columns are the indices of k& NNs of class i
subjects among class j subjects.

n; X k matrix where n; is the size of class ¢ and the columns are the kNN
distances of class ¢ subjects to class j subjects.

label of base class
label of NN class
value of k in KNN

NNdist2cl, kthNNdist and kNNdist
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Examples

#Examples for kthNNdist2cl

#3D data points

n<-20 #or try sample(1:20,1)
Y<-matrix(runif(3*n),ncol=3)
ipd<-ipd.mat(Y)

#two class case
clab<-sample(1:2,n,replace=TRUE) #class labels
table(clab)

kthNNdist2cl(ipd,3,1,2,clab)
kthNNdist2cl(Y,3,1,2,clab,is.ipd = FALSE)
kthNNdist2cl(ipd,3,1,2,clab,within = TRUE)

#three class case
clab<-sample(1:3,n,replace=TRUE) #class labels
table(clab)

kthNNdist2cl(ipd,3,2,3,clab)

#1D data points

n<-15

X<-as.matrix(runif(n))# need to be entered as a matrix with one column

#(i.e., a column vector), hence X<-runif(n) would not work

ipd<-ipd.mat(X)

#two class case

clab<-sample(1:2,n,replace=TRUE) #class labels

table(clab)

kthNNdist2cl(ipd,3,1,2,clab) # here kthNNdist2cl(ipd,3,1,12,clab) #gives an error message

kthNNdist2cl(ipd,3,”1",2,clab)

#Examples for kNNdist2cl

#3D data points

n<-20 #or try sample(1:20,1)
Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

#two class case
clab<-sample(1:2,n,replace=TRUE) #class labels
table(clab)

kNNdist2cl(ipd,3,1,2,clab)
kNNdist2cl(Y,3,1,2,clab,is.ipd = FALSE)

kNNdist2cl(ipd,3,1,2,clab,within = TRUE)

#three class case
clab<-sample(1:3,n,replace=TRUE) #class labels
table(clab)

kNNdist2cl(ipd,3,1,2,clab)

#1D data points

n<-15

X<-as.matrix(runif(n))# need to be entered as a matrix with one column
#(i.e., a column vector), hence X<-runif(n) would not work
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ipd<-ipd.mat(X)

#two class case
clab<-sample(1:2,n,replace=TRUE) #class labels
table(clab)

kNNdist2cl(ipd,3,1,2,clab)
kNNdist2cl(ipd,3,"1",2,clab) #here kNNdist2cl(ipd,3,"a",2,clab) #gives an error message

funs.overall.nnct Dixon’s Overall Test of Segregation for NNCT

Description

Two functions: overall.nnct.ct and overall.nnct.

Both functions are objects of class "Chisqtest” but with different arguments (see the parameter
list below). Each one performs hypothesis tests of deviations of cell counts from the expected
values under RL or CSR for all cells (i.e., entries) combined in the NNCT. That is, each test is
Dixon’s overall test of segregation based on NNCTs for £ > 2 classes. This overall test is based
on the chi-squared approximation of the corresponding quadratic form and are due to Dixon (1994,
2002). Both functions exclude the last column of the NNCT (in fact any column will do and last
column is chosen without loss of generality), to avoid ill-conditioning of the covariance matrix (for
its inversion in the quadratic form).

Each function yields the test statistic, p-value and df which is k(k —1), description of the alternative
with the corresponding null values (i.e. expected values) of NNCT entries, sample estimates (i.e.
observed values) of the entries in NNCT. The functions also provide names of the test statistics, the
method and the data set used.

The null hypothesis is that all IV;; entries are equal to their expected values under RL or CSR.
See also (Dixon (1994, 2002); Ceyhan (2010, 2017)) and the references therein.

Usage

overall.nnct.ct(ct, covN)

overall.nnct(dat, lab, ...)
Arguments
ct A nearest neighbor contingency table, used in overall.nnct.ct only
covN The k2 x k2 covariance matrix of row-wise vectorized entries of NNCT, ct

used in overall.nnct.ct only.

dat The data set in one or higher dimensions, each row corresponds to a data point,
used in overall.nnct only

lab The vector of class labels (numerical or categorical), used in overall.nnct
only

are for further arguments, such as method and p, passed to the dist function.
used in overall.nnct only
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Value
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A list with the elements

statistic
stat.names
p.value

df

estimate

The overall chi-squared statistic

Name of the test statistic

The p-value for the hypothesis test

Degrees of freedom for the chi-squared test, which is k(k — 1) for this function.

Estimates of the parameters, NNCT, i.e., matrix of the observed IV;; values
which is the NNCT.

est.name, est.name2

null.value

null.name
method
ct.name

data.name

Author(s)

Elvan Ceyhan

References

Names of the estimates, former is a longer description of the estimates than the
latter.

Matrix of hypothesized null values for the parameters which are expected values
of the the N;; values in the NNCT.

Name of the null values
Description of the hypothesis test
Name of the contingency table, ct, returned by overall.nnct.ct only

Name of the data set, dat, returned by overall.nnct only

Ceyhan E (2010). “On the use of nearest neighbor contingency tables for testing spatial segrega-
tion.” Environmental and Ecological Statistics, 17(3), 247-282.

Ceyhan E (2017). “Cell-Specific and Post-hoc Spatial Clustering Tests Based on Nearest Neighbor
Contingency Tables.” Journal of the Korean Statistical Society, 46(2), 219-245.

Dixon PM (1994). “Testing spatial segregation using a nearest-neighbor contingency table.” Ecol-
0gy, 75(7), 1940-1948.

Dixon PM (2002). “Nearest-neighbor contingency table analysis of spatial segregation for several
species.” Ecoscience, 9(2), 142-151.

See Also

overall.seg.ct, overall.seg, overall.tct.ct and overall.tct

Examples

n<-20 #or try sample(1:20,1)
Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
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ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval (W)

varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv) #default is byrow

overall.nnct(Y,cls)
overall.nnct.ct(ct,covN)

overall.nnct(Y,cls,method="max")

#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c("a","b"),c(na,nb))
ct<-nnct(ipd,fcls)

overall.nnct(Y,fcls)
overall.nnct.ct(ct,covN)

S

n<-40

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv)

overall.nnct(Y,cls)
overall.nnct.ct(ct,covN)

funs.overall.seg Overall Segregation Tests for NNCTs

Description

Two functions: overall.seg.ct and overall.seg.

All functions are objects of class "Chisqtest” but with different arguments (see the parameter list
below). Each one performs hypothesis tests of deviations of cell counts from the expected values
under RL or CSR for all cells (i.e., entries) combined in the NNCT or TCT. That is, each test is one
of Dixon’s or Types I-IV overall test of segregation based on NNCTs or TCTs for £ > 2 classes.
Each overall test is based on the chi-squared approximation of the corresponding quadratic form
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and are due to Dixon (1994, 2002) and to Ceyhan (2010, 2017), respectively. All functions exclude
some row and/or column of the TCT, to avoid ill-conditioning of the covariance matrix of the NNCT
(for its inversion in the quadratic form), see the relevant functions under See also section below.

The type="dixon" or "nnct” refers to Dixon’s overall test of segregation, and type="I"-"IV"
refers to types I-IV overall tests, respectively.

Each function yields the test statistic, p-value and df which is k(k — 1) for type I and Dixon’s test
and (k — 1)? for the other types, description of the alternative with the corresponding null values
(i.e. expected values) of TCT entries, sample estimates (i.e. observed values) of the entries in TCT.
The functions also provide names of the test statistics, the method and the data set used.

The null hypothesis is that all N;; or T;; entries for the specified type are equal to their expected
values under RL or CSR, respectively.

See also (Dixon (1994, 2002); Ceyhan (2010, 2010)) and the references therein.

Usage

overall.seg.ct(ct, covN, type)

overall.seg(dat, lab, type, ...)
Arguments
ct A nearest neighbor contingency table, used in overall.seg.ct only
covN The k2 x k2 covariance matrix of row-wise vectorized entries of NNCT, ct;

used in overall.seg.ct only.

type The type of the overall test with no default. Takes on values "dixon” or "nnct”
for Dixon’s overall test and "I"-"IV" for types I-IV cell-specific test (or equiv-
alently 1-6, respectively).

dat The data set in one or higher dimensions, each row corresponds to a data point,
used in overall. seg only

lab The vector of class labels (numerical or categorical), used in overall.seg
only

are for further arguments, such as method and p, passed to the dist function.
used in overall. seg only

Value

A list with the elements

statistic The overall chi-squared statistic for the specified type

stat.names Name of the test statistic

p.value The p-value for the hypothesis test

df Degrees of freedom for the chi-squared test, which is k(k — 1) for type II and

Dixon’s tests and (k — 1)? for others.

estimate Estimates of the parameters, NNCT for Dixon’s test and type I-IV TCT for
others.
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est.name, est.name?2
Names of the estimates, former is a longer description of the estimates than the

latter.
null.value Matrix of hypothesized null values for the parameters which are expected values
of the the N;; values in the NNCT or T;; values in the TCT.
null.name Name of the null values
method Description of the hypothesis test
ct.name Name of the contingency table, ct, returned by overall.seg.ct only
data.name Name of the data set, dat, returned by overall.seg only
Author(s)
Elvan Ceyhan
References

Ceyhan E (2010). “New Tests of Spatial Segregation Based on Nearest Neighbor Contingency Ta-
bles.” Scandinavian Journal of Statistics, 37(1), 147-165.

Ceyhan E (2010). “On the use of nearest neighbor contingency tables for testing spatial segre-
gation.” Environmental and Ecological Statistics, 17(3), 247-282.

Ceyhan E (2017). “Cell-Specific and Post-hoc Spatial Clustering Tests Based on Nearest Neighbor
Contingency Tables.” Journal of the Korean Statistical Society, 46(2), 219-245.

Dixon PM (1994). “Testing spatial segregation using a nearest-neighbor contingency table.” Ecol-
ogy, 75(7), 1940-1948.

Dixon PM (2002). “Nearest-neighbor contingency table analysis of spatial segregation for several
species.” Ecoscience, 9(2), 142-151.

See Also

overall.nnct.ct, overall.nnct, overall.tct.ct and overall.tct

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval (W)

varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv) #default is byrow
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type<-"dixon" #try also "nnct”, I", "II", "III", and "IV"
overall.seg(Y,cls, type)

overall.seg(Y,cls, type,method="max")

overall.seg(Y,cls, type="1")

overall.seg.ct(ct,covN, type)
overall.seg.ct(ct,covN, type="1")

#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c(”a”,"b"),c(na,nb))
ct<-nnct(ipd, fcls)

overall.seg(Y,fcls,type="1")
overall.seg.ct(ct,covN, type)

W

n<-40

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv)

overall.seg(Y,cls,type="1")
overall.seg.ct(ct,covN, type)

funs.overall.tct Types I-1V Overall Tests of Segregation for NNCT

Description

Two functions: overall.tct.ct and overall.tct.

All functions are objects of class "Chisqtest"” but with different arguments (see the parameter list
below). Each one performs hypothesis tests of deviations of cell counts from the expected values
under RL or CSR for all cells (i.e., entries) combined in the TCT. That is, each test is one of Types
I-IV overall test of segregation based on TCTs for £ > 2 classes. This overall test is based on
the chi-squared approximation of the corresponding quadratic form and are due to Ceyhan (2010,
2017). Both functions exclude some row and/or column of the TCT, to avoid ill-conditioning of
the covariance matrix of the NNCT (for its inversion in the quadratic form). In particular, type-II
removes the last column, and all other types remove the last row and column.

Each function yields the test statistic, p-value and df which is k(k — 1) for type II test and (k — 1)?
for the other types, description of the alternative with the corresponding null values (i.e. expected
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values) of TCT entries, sample estimates (i.e. observed values) of the entries in TCT. The functions
also provide names of the test statistics, the method and the data set used.

The null hypothesis is that all Tij entries for the specified type are equal to their expected values
under RL or CSR.

See also (Ceyhan (2010, 2017)) and the references therein.

Usage

overall.tct.ct(ct, covN, type = "III")

overall.tct(dat, lab, type = "III", ...)
Arguments

ct A nearest neighbor contingency table, used in overall.tct.ct only

covN The k2 x k2 covariance matrix of row-wise vectorized entries of NNCT, ct ;
used in overall.tct.ct only.

type The type of the overall segregation test, default="II1". Takes on values "I"-
"IV" (or equivalently 1-4, respectively.

dat The data set in one or higher dimensions, each row corresponds to a data point,
used in overall. tct only

lab The vector of class labels (numerical or categorical), used in overall.tct
only

are for further arguments, such as method and p, passed to the dist function.
used in overall. tct only

Value

A list with the elements

statistic The overall chi-squared statistic for the specified type

stat.names Name of the test statistic

p.value The p-value for the hypothesis test

df Degrees of freedom for the chi-squared test, which is k(k — 1) for type="I1"
and (k — 1)? for others.

estimate Estimates of the parameters, TCT, i.e., matrix of the observed T;; values which
is the TCT.

est.name, est.name?2
Names of the estimates, former is a longer description of the estimates than the

latter.

null.value Matrix of hypothesized null values for the parameters which are expected values
of the the T;; values in the TCT.

null.name Name of the null values

method Description of the hypothesis test

ct.name Name of the contingency table, ct, returned by overall.tct.ct only

data.name Name of the data set, dat, returned by overall. tct only
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Author(s)

Elvan Ceyhan

References

Ceyhan E (2010). “New Tests of Spatial Segregation Based on Nearest Neighbor Contingency Ta-
bles.” Scandinavian Journal of Statistics, 37(1), 147-165.

Ceyhan E (2017). “Cell-Specific and Post-hoc Spatial Clustering Tests Based on Nearest Neighbor
Contingency Tables.” Journal of the Korean Statistical Society, 46(2), 219-245.

See Also

overall.seg.ct, overall.seg, overall.nnct.ct and overall.nnct

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec (W) $q

Rv<-Rval (W)

varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv) #default is byrow

overall.tct(Y,cls)
overall.tct(Y,cls,type="1")
overall.tct(Y,cls, type="I1")
overall.tct(Y,cls,type="III1")
overall.tct(Y,cls,type="IV")

overall.tct(Y,cls,method="max")

overall.tct.ct(ct,covN)
overall.tct.ct(ct,covN, type="1")

#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c("a”","b"),c(na,nb))
ct<-nnct(ipd,fcls)

overall.tct(Y,fcls)
overall.tct.ct(ct,covN)

SHEHHEHHHHHEHE
n<-40
Y<-matrix(runif(3*n),ncol=3)
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ipd<-ipd.mat(Y)
cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv)

overall.tct(Y,cls)
overall.tct.ct(ct,covN)

funs.pijPij The functions for probability of selecting a number of points from re-
spective classes

Description

The ancillary probability functions used in computation of the variance-covariance matrices of
various NN spatial tests such as NNCT tests and tests based on other contingency tables. These
functions can be classified as pij and Pij type functions. The pij functions are for individual
probabilities and the corresponding Pij functions are the summed pij values. For example p;;;
is the probability of any 4 points with 2 from class ¢, and others are from classes j and k. These
probabilities are for data from RL or CSR.

Usage
p11(k, n)
P11 (nvec)
p12(k, 1, n)
P12(nvec)
p111(k, n)
P111(nvec)
p1111(k, n)
P1111(nvec)
p112(k, 1, n)

P112(nvec)
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p122(k, 1, n)
p123(k, 1, m, n)
P123(nvec)
p1234(k, 1, m, p, n)
P1234(nvec)
p1223(k, 1, m, n)
p1123(k, 1, m, n)
P1123(nvec)
p1122(k, 1, n)
P1122(nvec)
p1112(k, 1, n)

P1112(nvec)

Arguments
k,1l,mp Positive integers, usually representing the class sizes, used in pij type functions
only. Number of these arguments required depends on the number of distinct
indices of p, e.g. p;; requires k, 1, n and py;;1 requires k,1,m,n as input.
n A positive integer representing the size of the data set (i.e., number of observa-
tions in the data set).
nvec A vector ofpositive integers representing the sizes of classes in the data set,
used in Pij type functions only.
Value

Probability values for the selected points being from the indicated classes.

See Also

pk
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funs.scct Species Correspondence Contingency Table (SCCT)

Description

Two functions: scct.ct and scct.

Both functions return the & x 2 species correspondence contingency table (SCCT) but have different
arguments (see the parameter list below).

SCCT is constructed by categorizing the NN pairs according to pair type as self or mixed. A base-
NN pair is called a self pair, if the elements of the pair are from the same class; a mixed pair, if
the elements of the pair are from different classes. Row labels in the RCT are the class labels and
the column labels are "self” and "mixed”. The k£ x 2 SCCT (whose first column is self column
with entries S; and second column is mixed with entries M;) is closely related to the k x k nearest
neighbor contingency table (NNCT) whose entries are N;;, where S; = N;; and M; = n; — Ny
with n; is the size of class 7.

The function scct.ct returns the SCCT given the inter-point distance (IPD) matrix or data set x,
and the function scct returns the SCCT given the IPD matrix. SCCT is a £ X 2 matrix where k is
number of classes in the data set. (See Ceyhan (2018) for more detail, where SCCT is labeled as
CCT for correspondence contingency table).

The argument ties is a logical argument (default=FALSE for both functions) to take ties into account
or not. If TRUE a NN contributes 1/m to the NN count if it is one of the m tied NNs of a subject.

The argument nnct is a logical argument for scct. ct only (default=FALSE) to determine the struc-
ture of the argument x. If TRUE, x is taken to be the & x & NNCT, and if FALSE, x is taken to be the
IPD matrix.

The argument lab is the vector of class labels (default=NULL when nnct=TRUE in the function
scct.ct and no default specified for scct).

Usage

scct.ct(x, lab = NULL, ties = FALSE, nnct = FALSE)

scct(dat, lab, ties = FALSE, ...)
Arguments

X The IPD matrix (if nnct=FALSE) or the NNCT (if nnct=TRUE), used in scct.ct
only

lab The vector of class labels (numerical or categorical), default=NULL when nnct=FALSE
in the function scct. ct and no default specified for scct.

ties A logical argument (default=FALSE) to take ties into account or not. If TRUE a
NN contributes 1/m to the NN count if it is one of the m tied NNs of a subject.

nnct A logical parameter (default=FALSE). If TRUE, x is taken to be the & x & NNCT,

and if FALSE, x is taken to be the IPD matrix, used in scct.ct only.
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dat The data set in one or higher dimensions, each row corresponds to a data point,
used in scct only

are for further arguments, such as method and p, passed to the dist function,
used in scct only

Value

Returns the £ x 2 SCCT where k is the number of classes in the data set.

Author(s)

Elvan Ceyhan

References

Ceyhan E (2018). “A contingency table approach based on nearest neighbor relations for testing
self and mixed correspondence.” SORT-Statistics and Operations Research Transactions, 42(2),
125-158.

See Also

nnct, tct, rct and Qsym.ct

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
NNCT<-nnct(ipd,cls)

NNCT

scct(Y,cls)
scct(Y,cls,method="max")

scct.ct(ipd,cls)
scct.ct(ipd,cls,ties = TRUE)
scct.ct(NNCT,nnct=TRUE)

#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c(”a”,"b"),c(na,nb))
scct.ct(ipd, fcls)

HHHHHHHEHEEE

n<-490

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
NNCT<-nnct(ipd,cls)

NNCT
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scct(Y,cls)

scct.ct(ipd,cls)
scct.ct (NNCT,nnct=TRUE)

funs.seg.coeff Pielou’s Segregation Coefficients for NNCTs

Description

Two functions: Pseg.coeff and seg.coeff.

Each function computes segregation coefficients based on NNCTs. The function Pseg. coeff com-
putes Pielou’s segregation coefficient (Pielou (1961)) for the two-class case (i.e., based on 2 x 2
NNCTs) and seg.coeff is the extension of Pseg.coeff to the multi-class case (i.e. for k x k
NNCTs with £ > 2) and provides a k x k matrix of segregation coefficients (Ceyhan (2014)). Both
functions use the same argument, ct, for NNCT.

Pielou’s segregation coefficient (for two classes) is Sp = 1 — (N12 + Na1)/(E[N12] + E[N21])
and the extended segregation coefficents (for k > 2 classes) are S. = 1 — (N;;)/(FE[Ny;]) for the
diagonal cells in the NNCT and S, = 1— (N;; + N;;)/(E[N;;]+ E[Nj;]) for the off-diagonal cells
in the NNCT.

Usage

Pseg.coeff(ct)

seg.coeff(ct)

Arguments

ct A nearest neighbor contingency table, used in both functions

Value

Pseg.coeff returns Pielou’s segregation coefficient for 2 x 2 NNCT seg.coeff returns a k x k
matrix of segregation coefficients (which are extended versions of Pielou’s segregation coefficient)

Author(s)

Elvan Ceyhan
Elvan Ceyhan
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References

Ceyhan E (2014). “Segregation indices for disease clustering.” Statistics in Medicine, 33(10), 1662-
1684.

Pielou EC (1961). “Segregation and symmetry in two-species populations as studied by nearest-
neighbor relationships.” Journal of Ecology, 49(2), 255-269.

See Also

seg.ind, Zseg.coeff.ct and Zseg. coeff

Examples

#Examples for Pseg.coeff

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

ct

Pseg.coeff(ct)

#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c(”a”,"b"),c(na,nb))
ct<-nnct(ipd, fcls)

Pseg.coeff(ct)

HHHHHHAREEE
ct<-matrix(sample(1:25,9),ncol=3)
#Pseg.coeff(ct)

#Examples for seg.coeff

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

ct

seg.coeff(ct)

#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c("a”,"b"),c(na,nb))
ct<-nnct(ipd, fcls)

seg.coeff(ct)
SHEFHEHHEHEEEE

n<-40
Y<-matrix(runif(3#*n),ncol=3)
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cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ipd<-ipd.mat(Y)
ct<-nnct(ipd,cls)

seg.coeff(ct)

funs.varNii Variances of the Self Entries in a Species Correspondence Contin-
gency Table (SCCT)

Description

Two functions: varNii.ct and varNii.

Both functions return a vector of length % of variances of the self entries (i.e. first column) in a
species correspondence contingency table (SCCT) or the variances of the diagonal entries N;; in an
NNCT, but have different arguments (see the parameter list below). These variances are valid under
RL or conditional on @) and R under CSR.

The argument ct which is used in varNii.ct only, can be either the NNCT or SCCT.
See also (Ceyhan (2018)).

Usage

varNii.ct(ct, Q, R)

varNii(dat, lab, ...)
Arguments
ct The NNCT or SCCT, used in varNii.ct only
Q The number of shared NN, used in varNii.ct only

The number of reflexive NN (i.e., twice the number of reflexive NN pairs), used
in varNii.ct only

dat The data set in one or higher dimensions, each row corresponds to a data point,
used in varNii only

lab The vector of class labels (numerical or categorical), used in varNii only

are for further arguments, such as method and p, passed to the dist function,
used in varNii only
Value

A vector of length k£ whose entries are the variances of the self entries (i.e. first column) in a
species correspondence contingency table (SCCT) or of the diagonal entries in an NNCT.
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Author(s)

Elvan Ceyhan

References

Ceyhan E (2018). “A contingency table approach based on nearest neighbor relations for testing
self and mixed correspondence.” SORT-Statistics and Operations Research Transactions, 42(2),
125-158.

See Also

scct, var.nnct, var. tct, var.nnsym and covNii

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)
Qv<-Qvec(W)$q
Rv<-Rval (W)

varNii(Y,cls)
varNii.ct(ct,Qv,Rv)

varNii(Y,cls,method="max")

#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c("a","b"),c(na,nb))
ct<-nnct(ipd,fcls)

varNii(Y,fcls)
varNii.ct(ct,Qv,Rv)

S

n<-40

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)
Qv<-Qvec(W)$q
Rv<-Rval (W)

varNii(Y,cls)
varNii.ct(ct,Qv,Rv)
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funs.vartct Functions for Variances of Cell Counts in the Types I, IIl and IV TCTs

Description

Three functions: var.tctI, var.tctIII and var.tctIV.

These functions return the variances of T;; values for ¢,7 = 1,...,k in the TCT in matrix form
which is of the same dimension as TCT for types I, IIl and IV tests. The argument covN must be
the covariance between V;; values which are obtained from the NNCT by row-wise vectorization.
These variances are valid under RL or conditional on ¢ and R under CSR.

See also (Ceyhan (2017)).

Usage

var.tctI(ct, covN)
var.tctIII(ct, covN)

var.tctIV(ct, covN)

Arguments

ct A nearest neighbor contingency table

covN The k2 x k2 covariance matrix of row-wise vectorized cell counts of NNCT, ct.
Value

Each of these functions returns a matrix of same dimension as, ct, whose entries are the variances
of the entries in the TCT for the corresponding type of cell-specific test. The row and column names
are inherited from ct.

References
Ceyhan E (2017). “Cell-Specific and Post-hoc Spatial Clustering Tests Based on Nearest Neighbor
Contingency Tables.” Journal of the Korean Statistical Society, 46(2), 219-245.

See Also

var.tct and var.nnct
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funsAijmat Aij matrices for computation of Moments of Cuzick and Edwards T _k
Test statistic

Description

Two functions: aij.mat and aij.nonzero.

The function aij.mat yields the A = (a;;(k)) matrix where a;;(k) = 1 if z; is among the kNNs
of z; and O otherwise due to Tango (2007). This matrix is useful in calculation of the moments of
Cuzick-Edwards T, tests.

The function aij.nonzero keeps only nonzero entries, i.e., row and column entries where in each
row, for the entry (71, ¢1) 71 is the row entry and ¢; is the column entry. Rows are from 1 to n, which
stands for the data point or observation, and column entries are from 1 to k, where k is specifying
the number of kNN (of each observation) considered. This function saves in storage memory, but
needs to be carefully unfolded in the functions to represent the actual the A matrix.

See also (Tango (2007)).

Usage

aij.mat(dat, k, ...)

aij.nonzero(dat, k, ...)
Arguments

dat The data set in one or higher dimensions, each row corresponds to a data point.

k Integer specifying the number of NNs (of subject ¢), default is 1.

are for further arguments, such as method and p, passed to the dist function.

Value

The function aij.mat returns the A;; matrix for computation of moments of Cuzick and Edwards
Ty Test statistic while the function aij.nonzero returns the (locations of the) non-zero entries in
the A;; matrix

Author(s)
Elvan Ceyhan

References
Tango T (2007). “A class of multiplicity adjusted tests for spatial clustering based on case-control
point data.” Biometrics, 63, 119-127.

See Also

aij.thetaand EV.Tkaij
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Examples

n<-20 #or try sample(1:20,1)
Y<-matrix(runif(3*n),ncol=3)
k<-3 #try also 2,3

Aij<-aij.mat(Y,k)

Aij
Aij2<-aij.mat(Y,k,method="max")
range(Aij,Aij2)

apply(Aij,2,sum) #row sums of Aij

aij.nonzero(Y,k)
aij.nonzero(Y,k,method="max")

funsC_MI_II Correction Matrices for the Covariance Matrix of NNCT entries

Description

Two functions: correct.cf1 and correct.cf1.

Each function yields matrices which are used in obtaining covariance matrices of T;; values for
types I and II tests from the usual Chi-Square test of contingency tables (i.e. Pielou’s test) applied
on NNCTs. The output matrices are to be term-by-term multiplied with the covariance matrix of
the entries of NNCT. See Sections 3.1 and 3.2 in (Ceyhan (2010)) or Sections 3.5.1 and 3.5.2 in
(Ceyhan (2008)) for more details.

Usage

correct.cf1(ct)

correct.cf2(ct)

Arguments

ct A nearest neighbor contingency table

Value

Both functions return a correction matrix which is to be multiplied with the covariance matrix of
entries of the NNCT so as to obtain types I and II overall tests from Pielou’s test of segregation. See
the description above for further detail.

Author(s)

Elvan Ceyhan
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References

Ceyhan E (2008). “New Tests for Spatial Segregation Based on Nearest Neighbor Contingency Ta-
bles.” https://arxiv.org/abs/0808.1409v3 [stat. ME]. Technical Report # KU-EC-08-6, Ko¢
University, Istanbul, Turkey.

Ceyhan E (2010). “New Tests of Spatial Segregation Based on Nearest Neighbor Contingency
Tables.” Scandinavian Journal of Statistics, 37(1), 147-165.

See Also

nnct.crl and nnct.cr2

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv)

#correction type 1
CM1<-correct.cf1(ct)
CovN. cf1<-covN*CM1

#correction type 2
CM2<-correct.cf2(ct)
CovN. cf2<-covN*CM2

covN
CovN.cf1
CovN.cf2

funsExpTk Expected Value for Cuzick and Edwards T _k Test statistic

Description

Two functions: EV.Tk and EV.Tkaij.

Both functions compute the expected value of Cuzick and Edwards T}, test statistic based on the
number of cases within kNNs of the cases in the data under RL or CSR independence.


https://arxiv.org/abs/0808.1409v3
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The number of cases are denoted as n; (denoted as n1 as an argument) for both functions and
number of controls as ng (denoted as n® as an argument) in EV. Tk, to match the case-control class
labeling, which is just the reverse of the labeling in Cuzick and Edwards (1990).

The function EV.Tkaij uses Toshiro Tango’s moments formulas based on the A = (a,;) matrix
(and is equivalent to the function EV. Tk, see Tango (2007), where a;;(k) = 1 if z; is among the
kNNs of z; and 0 otherwise.

See also (Ceyhan (2014)).

Usage

EV.Tk(k, n1, no)

EV.Tkaij(k, n1, a)

Arguments
k Integer specifying the number of NN (of subject ).
n1, n@ The number of cases and controls, n; used for both functions, and ng used in
EV.Tk only.
a The A = (a;;) matrix
Value

The expected value of Cuzick and Edwards T}, test statistic for disease clustering

Author(s)

Elvan Ceyhan

References

Ceyhan E (2014). “Segregation indices for disease clustering.” Statistics in Medicine, 33(10), 1662-
1684.

Cuzick J, Edwards R (1990). “Spatial clustering for inhomogeneous populations (with discussion).”
Journal of the Royal Statistical Society, Series B, 52, 73-104.

Tango T (2007). “A class of multiplicity adjusted tests for spatial clustering based on case-control
point data.” Biometrics, 63, 119-127.

See Also

ceTk and EV. Tcomb
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Examples

n1<-20
no<-25
k<-1 #try also 3, 5, sample(1:5,1)

EV.Tk(k,n1,n@)

fizizd

n<-20 #or try sample(1:20,1)
Y<-matrix(runif(3*n),ncol=3)
cls<-sample(@:1,n,replace = TRUE)
n1<-sum(cls==1)

no<-sum(cls==0)

a<-aij.mat(Y,k)

EV.Tk(k,n1,n@)
EV.Tkaij(k,n1,a)

funsExpTrun Expected Value for Cuzick and Edwards T _run Test statistic

Description

Two functions: EV.Trun and EV.Trun.alt.

Both functions compute the expected value of Cuzick and Edwards 7., test statistic based on the
number of consecutive cases from the cases in the data under RL or CSR independence.

The number of cases are denoted as n; (denoted as n1 as an argument) and number of controls as ng
for both functions (denoted as n@ as an argument), to match the case-control class labeling, which
is just the reverse of the labeling in Cuzick and Edwards (1990).

The function EV.Trun.alt uses a loop and takes slightly longer than the function EV. Trun, hence
EV.Trun is used in other functions.

See also (Cuzick and Edwards (1990)).

Usage
EV.Trun(n1, n@)

EV.Trun.alt(n1, no@)

Arguments

n1, n@ The number of cases and controls used as arguments for both functions.

Value

The expected value of Cuzick and Edwards 7., test statistic for disease clustering
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Author(s)

Elvan Ceyhan

References

Cuzick J, Edwards R (1990). “Spatial clustering for inhomogeneous populations (with discussion).”
Journal of the Royal Statistical Society, Series B, 52, 73-104.

See Also

ceTrun and EV.Tk

Examples

n1<-20
no<-25

EV.Trun(n1,n@)

funsNNclass. spec NN Class-specific Chi-square Tests based on NNCTs

Description

Two functions: NN.class.spec.ct and NN.class. spec.

Both functions are objects of class "classhtest” but with different arguments (see the parameter
list below). Each one performs class specific segregation tests for the columns, i.e., NN categories
for k£ > 2 classes. That is, each one performs hypothesis tests of deviations of entries in each
column of NNCT from the expected values under RL or CSR for each column. Recall that column
labels in the NNCT are NN class labels. The test for each column ¢ is based on the chi-squared
approximation of the corresponding quadratic form and are due to Ceyhan (2009).

The argument covN must be covariance of column-wise vectorization of NNCT if the logical argu-
ment byrow=FALSE otherwise the function converts covN (which is done row-wise) to columnwise
version with covNrow2col function.

Each function yields the test statistic, p-value and df for each base class 7, description of the al-
ternative with the corresponding null values (i.e. expected values) for the column ¢, estimates for
the entries in column ¢ for i = 1,. .., k. The functions also provide names of the test statistics, the
method and the data set used.

The null hypothesis for each column is that the corresponding N;; entries in column ¢ are equal to
their expected values under RL or CSR.

See also (Dixon (2002); Ceyhan (2009)) and the references therein.
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Usage
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NN.class.spec.ct(ct, covN, byrow = TRUE)

NN.class.spec(dat, lab, ...)
Arguments
ct A nearest neighbor contingency table, used in NN. class. spec.ct only
covN The k2 x k2 covariance matrix of column-wise vectorized entries of NNCT, ct
; used in NN. class. spec.ct only.
byrow A logical argument (default=TRUE). If TRUE, rows of ct are appended to ob-
tain the vector of V;; values and covN is the covariance matrix for this vec-
tor and if FALSE columns of ct are appended to obtain the N;; vector and
covN is converted to the row-wise version by covNrow2col function;used in
NN.class.spec.ct only.
dat The data set in one or higher dimensions, each row corresponds to a data point,
used in NN. class. spec only
lab The vector of class labels (numerical or categorical), used in NN. class. spec
only
are for further arguments, such as method and p, passed to the dist function.
used in NN. class. spec only
Value

A list with the elements

type
statistic
stat.names
p.value
df

estimate

null.value

null.name
method
ct.name

data.name

Author(s)

Elvan Ceyhan

Type of the class-specific test, which is "NN" for this function

The vector of NN class-specific test statistics

Name of the test statistics

The vector of p-values for the hypothesis test

Degrees of freedom for the chi-squared test, which is & for this function.

Estimates of the parameters, transpose of the NNCT, i.e., transpose of the matrix
of the observed N;; values which is the transpose of NNCT.

Transpose of the matrix of hypothesized null values for the parameters which
are expected values of the N;; values in the NNCT.

Name of the null values
Description of the hypothesis test
Name of the contingency table, ct, returned by NN.class. spec.ct only

Name of the data set, dat, returned by NN. class. spec only
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References

Ceyhan E (2009). “Class-Specific Tests of Segregation Based on Nearest Neighbor Contingency
Tables.” Statistica Neerlandica, 63(2), 149-182.

Dixon PM (2002). “Nearest-neighbor contingency table analysis of spatial segregation for several
species.” Ecoscience, 9(2), 142-151.

See Also

base.class.spec.ct, base.class.spec, class.spec.ct and class. spec

Examples

n<-20

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)
covNrow<-cov.nnct(ct,varN,Qv,Rv)
covNcol<-covNrow2col (covNrow)

NN.class.spec(Y,cls)
NN.class.spec(Y,cls,method="max")

NN.class.spec.ct(ct,covNrow)
NN.class.spec.ct(ct,covNcol,byrow = FALSE)

#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c(”a”,"b"),c(na,nb))
ct<-nnct(ipd, fcls)

NN.class.spec(Y,fcls)
NN.class.spec.ct(ct,covNrow)

R

n<-40

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval(W)
varN<-var.nnct(ct,Qv,Rv)
covNrow<-cov.nnct(ct,varN,Qv,Rv)
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covNcol<-covNrow2col (covNrow)
NN.class.spec(Y,cls)

NN.class.spec.ct(ct,covNrow)
NN.class.spec.ct(ct,covNcol,byrow = FALSE)

funsN_I_II Correction Matrices for the NNCT entries

Description

Two functions: nnct.cr1 and nnct.cri.
Each function yields matrices which are used in obtaining the correction term to be added to the
usual Chi-Square test of contingency tables (i.e. Pielou’s test) applied on NNCTs to obtain types I
and II overall tests. The output contingency tables are to be row-wise vectorized to obtain N; and
Njr vectors. See Sections 3.1 and 3.2 in (Ceyhan (2010)) or Sections 3.5.1 and 3.5.2 in (Ceyhan
(2008)) for more details.

Usage

nnct.cri(ct)

nnct.cr2(ct)

Arguments

ct A nearest neighbor contingency table

Value

Both functions return a k£ x k contingency table which is to be row-wise vectorized to obtain N7
and Njj vectors which are used in the correction summands to obtain types I and II overall tests
from Pielou’s test of segregation. See the description above for further detail.

Author(s)

Elvan Ceyhan

References

Ceyhan E (2008). “New Tests for Spatial Segregation Based on Nearest Neighbor Contingency Ta-
bles.” https://arxiv.org/abs/0808.1409v3 [stat. ME]. Technical Report # KU-EC-08-6, Ko¢
University, Istanbul, Turkey.

Ceyhan E (2010). “New Tests of Spatial Segregation Based on Nearest Neighbor Contingency
Tables.” Scandinavian Journal of Statistics, 37(1), 147-165.


https://arxiv.org/abs/0808.1409v3
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See Also

correct.cf1 and correct.cf?2

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

#correction type 1
ctl<-nnct.cri(ct)

#correction type 2
ct2<-nnct.cr2(ct)

ct
ctl
ct2

funsOnevsRest Functions for one versus rest type labeling

Description

Two functions: 1lab.onevsrest and classirest.

Both functions relabel the points, keeping class i label as is and relabeling the other classes as "rest".
Used in the one-vs-rest type comparisons after the overall segregation test is found to be significant.

See also (Ceyhan (2017)).

Usage

lab.onevsrest(i, lab)

classirest(i, lab)

Arguments
i label of the class that is to be retained in the post-hoc comparison.
lab The vector of class labels (numerical or categorical)

Value

Both functions return the data relabeled as class i label is retained and the remaining is relabeled as
"rest".
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Author(s)

Elvan Ceyhan

References

Ceyhan E (2017). “Cell-Specific and Post-hoc Spatial Clustering Tests Based on Nearest Neighbor
Contingency Tables.” Journal of the Korean Statistical Society, 46(2), 219-245.

See Also

pairwise.lab

Examples

n<-20 #or try sample(1:20,1)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
lab.onevsrest(1,cls)

classirest(2,cls)

#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c("a”,"b"),c(na,nb))
lab.onevsrest("a",fcls)
lab.onevsrest("b",fcls)
classirest("b",fcls)

#cls as a factor
fcls<-rep(letters[1:4],rep(10,4))
lab.onevsrest("b",fcls)
classirest("b",fcls)

funsPseg.ss Pielou’s Overall Test of Segregation for NNCT (for Sparse Sampling)

Description

Two functions: Pseg.ss.ct and Pseg.ss.

Both functions are objects of class "Chisqtest” but with different arguments (see the parameter list
below). Each one performs hypothesis tests of deviations of cell counts from the expected values
under independence for all cells (i.e., entries) combined in the NNCT. That is, each test is Pielou’s
overall test of segregation based on NNCTs for £ > 2 classes. This overall test is based on the chi-
squared approximation, is equivalent to Pearson’s chi-squared test on NNCT and is due to Pielou
(1961). Each test is appropriate (i.e. have the appropriate asymptotic sampling distribution) when
that data is obtained by sparse sampling.

Each function yields the test statistic, p-value and df which is (k — 1)2, description of the alternative
with the corresponding null values (i.e. expected values) of NNCT entries, sample estimates (i.e.
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observed values) of the entries in NNCT. The functions also provide names of the test statistics, the
method and the data set used.

The null hypothesis is that E(N;;) = n,c;/n for all entries in the NNCT where n; is the sum of
row i (i.e. size of class ), ¢; is the sum of column j in the £ X k NNCT for £ > 2. In the output,
the test statistic and the p-value are valid only for (properly) sparsely sampled data.

See also (Pielou (1961); Ceyhan (2010)) and the references therein.

Usage

Pseg.ss.ct(ct, yates = TRUE, sim = FALSE, Nsim = 2000)

Pseg.ss(dat, lab, yates = TRUE, sim = FALSE, Nsim = 2000, ...)
Arguments
ct A nearest neighbor contingency table, used in Pseg.ss.ct only
yates A logical parameter (default=TRUE). If TRUE, Yates continuity correction is ap-

plied, and if FALSE the continuity correction is not applied. Equivalent to the
correct argument in the base function chisq. test

sim A logical parameter (default=FALSE). If TRUE, p-values are computed by Monte
Carlo simulation and if FALSE the p-value is based on the chi-squared approx-
imation. Equivalent to the simulate.p.value argument in the base function
chisq.test

Nsim A positive integer specifying the number of replicates used in the Monte Carlo
test. Equivalent to the B argument in the base function chisq. test

dat The data set in one or higher dimensions, each row corresponds to a data point,
used in Pseg.ss only

lab The vector of class labels (numerical or categorical), used in Pseg. ss only

are for further arguments, such as method and p, passed to the dist function.
used in Pseg.ss only

Value

A list with the elements

statistic The overall chi-squared statistic

stat.names Name of the test statistic

p.value The p-value for the hypothesis test

df Degrees of freedom for the chi-squared test, which is (k-1)"2 for this function.
Yields NA if sim=TRUE and NSim is provided.

estimate Estimates of the parameters, NNCT, i.e., matrix of the observed IV;; values
which is the NNCT.

est.name, est.name2
Names of the estimates, they are identical for this function.

null.value Matrix of hypothesized null values for the parameters which are expected values
of the the N;; values in the NNCT.
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null.name
method
ct.name

data.name

Author(s)

Elvan Ceyhan

References
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Name of the null values
Description of the hypothesis test
Name of the contingency table, ct, returned by Pseg.ss.ct only

Name of the data set, dat, returned by Pseg. ss only

Ceyhan E (2010). “On the use of nearest neighbor contingency tables for testing spatial segrega-
tion.” Environmental and Ecological Statistics, 17(3), 247-282.

Pielou EC (1961). “Segregation and symmetry in two-species populations as studied by nearest-
neighbor relationships.” Journal of Ecology, 49(2), 255-269.

See Also

overall.nnct.ct, overall.nnct, overall.seg.ct, overall.seg and chisq. test

Examples

n<-20 #or try sample(1:20,1)
Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))

ct<-nnct(ipd,cls)

ct

Pseg.ss(Y,cls)

Pseg.ss.ct(ct)

Pseg.ss.ct(ct,yates=FALSE)

Pseg.ss.ct(ct,yates=FALSE, sim=TRUE)
Pseg.ss.ct(ct,yates=FALSE,sim=TRUE,Nsim=10000)

Pseg.ss(Y,cls,method="max")
Pseg.ss(Y,cls,yates=FALSE, sim=TRUE,Nsim=10000,method="max")

#cls as a factor

na<-floor(n/2); nb<-n-na
fcls<-rep(c("a”,"b"),c(na,nb))
ct<-nnct(ipd, fcls)

Pseg.ss(Y,fcls)
Pseg.ss.ct(ct)

I

n<-40
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Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

Pseg.ss(Y,cls)
Pseg.ss.ct(ct,yates=FALSE)

Pseg.ss(Y,cls, sim = TRUE, Nsim = 2000)
Pseg.ss.ct(ct,yates=FALSE)

funsQandR Functions for the Number of Shared NNs, Shared NN vector and the
number of reflexive NNs

Description

Four functions: Qval, Qvec, sharedNN and Rval.

Qval returns the @) value, the number of points with shared nearest neighbors (NNs), which occurs
when two or more points share a NN, for data in any dimension.

Qvec returns the Q-value and also yields the Qv vector Qv = (Qo, @1, - - .) as well for data in any
dimension, where @); is the number of points shared as a NN by j other points.

sharedNN returns the vector of number of points with shared NNs, @ = (Qo, @1, . . .) where Q;
is the number of points that are NN to ¢ points, and if a point is a NN of ¢ points, then there are
i(i — 1) points that share aNN. So Q = >, i(i — 1)Q;.

Rval returns the number of reflexive NN, R (i.e., twice the number of reflexive NN pairs).

These quantities are used, e.g., in computing the variances and covariances of the entries of the
nearest neighbor contingency tables used for Dixon’s tests and other NNCT tests. The input must
be the incidence matrix, W, of the NN digraph.

Usage
Qval(W)
Qvec(W)
sharedNN(W)
Rval (W)

Arguments

W The incidence matrix, W, for the NN digraph
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Value
Qval returns the @) value Qvec returns a 1ist with two elements

q the Q value, the number of shared NNs

gvec the vector of (); values

sharedNN returns a matrix with 2 rows, where first row is the j values and second row is the
corresponding vector of (); values Rvalthe R value, the number of reflexive NNs

See the description above for the details of these quantities.

Author(s)

Elvan Ceyhan

See Also

Tval, QRval, sharedNNmc and Ninv

Examples

#Examples for Qval

#3D data points

n<-10
Y<-matrix(runif(3#*n),ncol=3)
ipd<-ipd.mat(Y)

W<-Wmat (ipd)

Qval(wW)

#1D data points

X<-as.matrix(runif(10)) # need to be entered as a matrix with one column
#(i.e., a column vector), hence X<-runif(10) would not work
ipd<-ipd.mat(X)

W<-Wmat (ipd)

Qval (W)

#with ties=TRUE in the data
Y<-matrix(round(runif(15)*10),ncol=3)
ipd<-ipd.mat(Y)
W<-Wmat (ipd, ties=TRUE)

Qval(W)

#with ties=TRUE in the data
Y<-matrix(round(runif(15)*10),ncol=3)
ipd<-ipd.mat(Y)
W<-Wmat (ipd, ties=TRUE)

Qval(W)

#Examples for Qvec

#3D data points

n<-10
Y<-matrix(runif(3#*n),ncol=3)
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ipd<-ipd.mat(Y)
W<-Wmat (ipd)
Qvec(W)

#2D data points

n<-15
Y<-matrix(runif(2*n),ncol=2)
ipd<-ipd.mat(Y)

W<-Wmat (ipd)

Qvec(W)

#1D data points

X<-as.matrix(runif(15)) # need to be entered as a matrix with one column
#(i.e., a column vector), hence X<-runif(15) would not work
ipd<-ipd.mat(X)

W<-Wmat (ipd)

Qvec(W)

#with ties=TRUE in the data
Y<-matrix(round(runif(15)*10),ncol=3)
ipd<-ipd.mat(Y)

W<-Wmat(ipd, ties=TRUE)

Qvec(W)

#Examples for sharedNN

#3D data points

n<-10
Y<-matrix(runif(3*n),ncol=3)
ipd<-ipd.mat(Y)

W<-Wmat (ipd)

sharedNN(W)

Qvec(W)

#1D data points

X<-as.matrix(runif(15)) # need to be entered as a matrix with one column
#(i.e., a column vector), hence X<-runif(5) would not work
ipd<-ipd.mat(X)

W<-Wmat (ipd)

sharedNN(W)

Qvec(W)

#2D data points

n<-15
Y<-matrix(runif(2*n),ncol=2)
ipd<-ipd.mat(Y)

W<-Wmat (ipd)

sharedNN (W)

Qvec(W)

#with ties=TRUE in the data
Y<-matrix(round(runif(30)*10),ncol=3)
ipd<-ipd.mat(Y)
W<-Wmat (ipd, ties=TRUE)
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sharedNN(W)

#Examples for Rval

#3D data points

n<-10
Y<-matrix(runif(3#*n),ncol=3)
ipd<-ipd.mat(Y)

W<-Wmat (ipd)

Rval(W)

#1D data points

X<-as.matrix(runif(15)) # need to be entered as a matrix with one column
#(i.e., a column vector), hence X<-runif(5) would not work
ipd<-ipd.mat(X)

W<-Wmat (ipd)

Rval(W)

#with ties=TRUE in the data
Y<-matrix(round(runif(30)*10),ncol=3)
ipd<-ipd.mat(Y)
W<-Wmat (ipd, ties=TRUE)

Rval (W)

funsRowColSums Functions for row and column sums of a matrix

Description

Two functions: row.sum and col.sum.

row. sum returns the row sums of a given matrix (in particular a contingency table) as a vector and
col. sum returns the column sums of a given matrix as a vector. row. sum is equivalent to rowSums
function and col. sum is equivalent to colSums function in the base package.

Usage
row.sum(ct)
col.sum(ct)

Arguments

ct A matrix, in particular a contingency table

Value

row. sum returns the row sums of ct as a vector col. sum returns the column sums of ct as a vector
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Author(s)

Elvan Ceyhan

See Also

rowSums and colSums

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

row.sum(ct)
rowSums(ct)

col.sum(ct)
colSums(ct)

#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c("a","b"),c(na,nb))
ct<-nnct(ipd,fcls)

row.sum(ct)
rowSums(ct)

col.sum(ct)
colSums(ct)

S

n<-40

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

row.sum(ct)
rowSums(ct)

col.sum(ct)
colSums(ct)

funsVarTk

funsVarTk

Variance of Cuzick and Edwards T _k Test statistic
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Description

Two functions: VarTk and VarTkaij.

Both functions compute the (finite sample) variance of Cuzick and Edwards T}, test statistic based
on the number of cases within kNN of the cases in the data under RL or CSR independence.

The common arguments for both functions are n1, representing the number of cases and k. The
number of cases are denoted as n; and number of controls as ng in this function to match the
case-control class labeling, which is just the reverse of the labeling in Cuzick and Edwards (1990).

The logical argument nonzero.mat (default=TRUE) is for using the A matrix if FALSE or just the
matrix of nonzero locations in the A matrix (if TRUE) for computing N and Ny, which are required
in the computation of the variance. N, and NV, are defined on page 78 of (Cuzick and Edwards
(1990)) as follows. Ny = >, >" . a;jaj; (i.e., number of ordered pairs for which kNN relation is
symmetric) and N; = > Zi# iaij a;; (i.e, number of triplets (4, 7, 1) 4, j, and [ distinct so that j
is among kNN of ¢ and j is among kNNs of 7).

The function VarTkaij uses Toshiro Tango’s moments formulas based on the A = (a,;) matrix
(and is equivalent to the function VarTk, see Tango (2007), where a;;(k) = 1 if z; is among the
kNNs of z; and O otherwise.

The function varTkaij is equivalent to varTk (with $var extension).
See (Cuzick and Edwards (1990); Tango (2007)).

Usage

varTk(dat, n1, k, nonzero.mat = TRUE, ...)

varTkaij(n1, k, a)

Arguments
dat The data set in one or higher dimensions, each row corresponds to a data point,
used in VarTk only.
n1 Number of cases
k Integer specifying the number of NN (of subject )
nonzero.mat A logical argument (default is TRUE) to determine whether the A matrix or the
matrix of nonzero locations of the A matrix will be used in the computation of
N, and N,. If TRUE the nonzero location matrix is used, otherwise the A matrix
itself is used. Used in VarTk only.
are for further arguments, such as method and p, passed to the dist function.
Used in VarTk only.
a The A = (a,;) matrix, used in VarTkaij only.
Value

The function VarTk returns a 1ist with the elements

var.Tk The (finite sample) variance of Cuzick and Edwards T}, test statistic for disease
clustering
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Ns The N, value standing for the number of ordered pairs for which kNN relation
is symmetric, see the description.

Nt The N, value standing for the number of triplets (i, 7,1) ¢, j, and ! distinct so
that j is among kNN of ¢ and j is among kNNs of [ see the description.

The function VarTkai j returns only var. Tk as above.

Author(s)

Elvan Ceyhan
Elvan Ceyhan

References

Cuzick J, Edwards R (1990). “Spatial clustering for inhomogeneous populations (with discussion).”
Journal of the Royal Statistical Society, Series B, 52, 73-104.

Tango T (2007). “A class of multiplicity adjusted tests for spatial clustering based on case-control
point data.” Biometrics, 63, 119-127.

See Also

asyvarTk

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

cls<-sample(@:1,n,replace = TRUE) #or try cls<-rep(0:1,c(10,10))
n1<-sum(cls==1)

k<-2 #try also 2,3

a<-aij.mat(Y,k)

varTk(Y,n1,k)
varTk(Y,n1,k,nonzero.mat=FALSE)
varTk(Y,n1,k,method="max")

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

cls<-sample(@:1,n,replace = TRUE) #or try cls<-rep(0:1,c(10,10))
n1<-sum(cls==1)

k<-1 #try also 2,3, sample(1:5,1)

a<-aij.mat(Y,k)

varTkaij(n1,k,a)
varTk(Y,n1,k)$var
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funsVarTrun Variance of Cuzick and Edwards T _run Test statistic

Description

Two functions: varTrun and varTrun.sim.

The function varTrun computes the (finite sample) variance of Cuzick and Edwards 7., test
statistic which is based on the number of consecutive cases from the cases in the data under RL or
CSR independence. And the function varTrun.sim estimates this variance based on simulations
under the RL hypothesis.

The only common argument for both functions is dat, the data set used in the functions.

ny is an argument for varTrun and is the number of cases (denoted as n1 as an argument). The
number of cases are denoted as n; and number of controls as ng in this function to match the
case-control class labeling, which is just the reverse of the labeling in Cuzick and Edwards (1990).

The argument cc.lab is case-control label, 1 for case, 0 for control, if the argument case.lab
is NULL, then cc.lab should be provided in this fashion, if case.lab is provided, the labels are
converted to 0’s and 1’s accordingly. The argument Nsim represents the number of resamplings
(without replacement) in the RL scheme, with default being 1000. cc. lab, case.lab and Nsim are
arguments for varTrun.sim only.

The function varTrun might take a very long time when data size is large (even larger than 50),
hence the need for the varTrun. sim function.

See (Cuzick and Edwards (1990)).

Usage

varTrun(dat, n1, ...)

varTrun.sim(dat, cc.lab, Nsim = 1000, case.lab = NULL)

Arguments

dat The data set in one or higher dimensions, each row corresponds to a data point,
used in both functions.

ni Number of cases, used in varTrun only.
are for further arguments, such as method and p, passed to the dist function.
Used in varTrun only.

cc.lab Case-control labels, 1 for case, 0 for control, used in varTrun.sim only.

Nsim The number of simulations, i.e., the number of resamplings under the RL scheme
to estimate the variance of 7., used in varTrun.sim only.

case.lab The label used for cases in the cc. 1lab (if cc. 1ab is not provided then the labels

are converted such that cases are 1 and controls are 0), default is NULL, used in
varTrun.sim only.
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Value

The function varTrun returns the variance of Cuzick and Edwards T;.,,,, test statistic under RL or
CSR independence. And the function varTrun.sim estimates the same variance based on simula-
tions under the RL hypothesis.

Author(s)

Elvan Ceyhan
Elvan Ceyhan

References

Cuzick J, Edwards R (1990). “Spatial clustering for inhomogeneous populations (with discussion).”
Journal of the Royal Statistical Society, Series B, 52, 73-104.

See Also

ceTrun and EV.Trun

Examples

n<-20 #or try sample(1:20,1) #try also 40, 50, 60
set.seed(123)

Y<-matrix(runif(3*n),ncol=3)
cls<-sample(@:1,n,replace = TRUE)

n1<-sum(cls==1)

n@<-sum(cls==0)

c(n1,n0@)

varTrun(Y,n1)
varTrun(Y,n1,method="max")

n<-15 #or try sample(1:20,1) #try also 40, 50, 60

set.seed(123)

Y<-matrix(runif(3#*n),ncol=3)

cls<-sample(@:1,n,replace = TRUE)

n1<-sum(cls==1)

varTrun(Y,n1) #the actual value (might take a long time if n is large)

Nmc<-1000
varTrun.sim(Y,cls,Nsim=Nmc)

#cls as a factor

na<-floor(n/2); nb<-n-na
fcls<-rep(c("a”","b"),c(na,nb))
varTrun.sim(Y, fcls,Nsim=Nmc,case.lab="a")
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funsW345values W _k values for Tango’s T test statistic

Description

Three functions: W3val, W4val and W5val, each of which is needed to compute E[T3] (i.e., for
the skewness of T') where T = T'(#) which is defined in Equation (2) of Tango (2007) as fol-

lows: Let (z1,...,2,), n = ng + n1, denote the locations of the points in the combined sample
when the indices have been randomly permuted so that the z; contain no information about group
membership.
T(O) =) b:idai;(0) = 6" A(6))8
i=1 j=1

where 0; = 1 if z; is a case, and O if z; is a control, A(f) = (a;;(6)) could be any matrix of a
measure of the closeness between two points ¢ and j with a;; = Oforalli = 1,...,n,and 8 =
(61,...,60,)" denotes the unknown parameter vector related to cluster size and § = (d1,...,0,)".
Here the number of cases are denoted as n; and number of controls as ng to match the case-control
class labeling, which is just the reverse of the labeling in Tango (2007).

If @ = k in the nearest neighbors model with a;;(k) = 1 if z; is among the ANNs of z; and 0
otherwise, then the test statistic 7'(f) = T}, is the Cuzick and Edwards ANN test statistic, T}, Cuzick
and Edwards (1990), see also ceTk.

Wi, values are used for Tango’s correction to Cuzick and Edwards kNN test statistic, T3 and Wy
here corresponds to Wj_1 in Tango (2007) (defined for consistency with py’s and alpha, having r
distinct elements).

The argument of the function is the A;; matrix, a, which is the output of the function aij.mat.
However, inside the function we symmetrize the matrix a as b <- (a+a”t)/2, to facilitate the for-
mulation.

Usage
W3val(a)

W4val(a)

W5val(a)

Arguments

a A;; matrix which is the output of the function aij.mat.

Value

Each function Wkval returns the W, value for k = 3,4, 5.

Author(s)

Elvan Ceyhan
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References

Cuzick J, Edwards R (1990). “Spatial clustering for inhomogeneous populations (with discussion).”
Journal of the Royal Statistical Society, Series B, 52, 73-104.

Tango T (2007). “A class of multiplicity adjusted tests for spatial clustering based on case-control
point data.” Biometrics, 63, 119-127.

See Also

ceTk, EV.Tk, varTk, Xsq.ceTk

Examples

n<-20 #or try sample(1:20,1)
Y<-matrix(runif(3*n),ncol=3)

k<-sample(1:5,1) # try also 3, 5, sample(1:5,1)
k

a<-aij.mat(Y,k)

W3val(a)

W4val(a)

W5val(a)

a<-aij.mat(Y,k,method="max")
W3val(a)
W4val(a)
W5val(a)

funsXsq.nnref Reflexivity Test with Chi-square Approximation

Description

Two functions: Xsqg.nnref.ct and Xsqg.nnref.

Both functions are objects of class "Chisqtest” but with different arguments (see the parameter
list below). Each one performs hypothesis tests of equality of the expected values of the diagonal
cell counts (i.e., entries) under RL or CSR in the RCT for k£ > 2 classes. That is, each test performs
an overall NN reflexivity test (for the vector of entries (1,1) and (2, 2), respectively, in the RCT)
which is appropriate (i.e. have the appropriate asymptotic sampling distribution) for completely
mapped data. (See Ceyhan and Bahadir (2017) for more detail).

Each reflexivity test is based on the chi-squared approximation of the corresponding quadratic form
for the vector of diagonal entries in the RCT and are due to Ceyhan and Bahadir (2017).

Each function yields the test statistic, p-value and df which is 2, description of the alternative with
the corresponding null values (i.e. expected values) of the diagonal entries and also the sample
estimates (i.e. observed values) of the diagonal entries of RCT (as a vector). The functions also
provide names of the test statistics, the method and the data set used.
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The null hypothesis is that E(N11, Nag) = (RP,q, RP,p) in the RCT, where R is the number of
reflexive NNs and P,, is the probability of any two points selected are being from the same class
and P, is the probability of any two points selected are being from two different classes.

Usage

Xsq.nnref.ct(rfct, nvec, Qv, Tv)

Xsqg.nnref(dat, lab, ...)
Arguments
rfct An RCT, used in Xsq.nnref.ct only
nvec The vector of class sizes, used in Xsq.nnref.ct only
Qv The number of shared NNs, used in Xsq.nnref.ct only
Tv T value, which is the number of triplets (z;, z;, z) with NN (2;) = NN(z;) =
2 and NN (z) = z; where NN (-) is the nearest neighbor function, used in
Xsq.nnref.ct only.
dat The data set in one or higher dimensions, each row corresponds to a data point,
used in Xsq.nnref only
lab The vector of class labels (numerical or categorical), used in Xsq.nnref only
are for further arguments, such as method and p, passed to the dist function,
used in Xsq.nnref only
Value

A list with the elements

statistic
p.value
df

estimate

The chi-squared test statistic for overall NN reflexivity test
The p-value for the hypothesis test
Degrees of freedom for the chi-squared test, which is 2 for this function.

Estimates of the parameters, i.e., the observed diagonal entries (1,1) and (2, 2)
in the RCT, rfct.

est.name, est.name2

null.value

method
ct.name

data.name

Author(s)

Elvan Ceyhan

Names of the estimates, they are identical for this function.

Hypothesized null values for the diagonal entries (1, 1) and (2, 2) in the RCT,
which are F(Ny1) = RP,, and E(Nas) = RP,;, respectively).

Description of the hypothesis test
Name of the contingency table, rfct, returned by Xsq.nnref.ct only

Name of the data set, dat, returned by Xsq.nnref only
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References

Ceyhan E, Bahadir S (2017). “Nearest Neighbor Methods for Testing Reflexivity.” Environmental
and Ecological Statistics, 24(1), 69-108.

See Also

Znnref.ct, Znnref, Zself.ref.ct, Zself.ref, Zmixed.nonref.ct and Zmixed.nonref

Examples

n<-20 #or try sample(1:20,1)
Y<-matrix(runif(3*n),ncol=3)
cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))

ipd<-ipd.mat(Y)
W<-Wmat (ipd)
Qv<-Qvec (W) $q
R<-Rval (W)
Tv<-Tval(W,R)

nvec<-as.numeric(table(cls))
rfct<-rct(ipd,cls)

Xsqg.nnref(Y,cls)
Xsq.nnref.ct(rfct,nvec,Qv,Tv)

Xsq.nnref(Y,cls,method="max")

HHEHHHHHHHEEE

n<-40

Y<-matrix(runif(3*n),ncol=3)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))

ipd<-ipd.mat(Y)
W<-Wmat (ipd)
Qv<-Qvec(W)$q
R<-Rval (W)
Tv<-Tval(W,R)

nvec<-as.numeric(table(cls))
rfct<-rct(ipd,cls)

Xsq.nnref(Y,cls)
Xsqg.nnref.ct(rfct,nvec,Qv,Tv)

funsXsq.nnsym. dx Dixon’s NN Symmetry Test with Chi-square Approximation for multi-
ple classes
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Description

Two functions: Xsq.nnsym.dx.ct and Xsq.nnsym. dx.

Both functions are objects of class "Chisqtest” but with different arguments (see the parameter list
below). Each one performs the hypothesis test of equality of the expected value of the off-diagonal
cell counts (i.e., entries) under RL or CSR in the NNCT for k£ > 2 classes. That is, each performs
Dixon’s overall NN symmetry test. The test is appropriate (i.e. have the appropriate asymptotic
sampling distribution) for completely mapped data. (See Ceyhan (2014) for more detail).

Each symmetry test is based on the chi-squared approximation of the corresponding quadratic form
and is an extension of Dixon’s NN symmetry test, which is extended by Ceyhan (2014).

Each function yields the test statistic, p-value and df which is k(k — 1) /2, description of the alter-
native with the corresponding null values (i.e. expected values) of differences of the off-diagonal
entries,(which is O for this function) and also the sample estimates (i.e. observed values) of absolute
differences of the off-diagonal entries of NNCT (in the upper-triangular form). The functions also
provide names of the test statistics, the method and the data set used.

The null hypothesis is that all E(N;;) = E(N;;) entries for all ¢ # j (i.e., symmetry in the mixed
NN structure).

See also (Ceyhan (2014)) and the references therein.

Usage

Xsqg.nnsym.dx.ct(ct, covS)

Xsqg.nnsym.dx(dat, lab, ...)
Arguments

ct A nearest neighbor contingency table, used in Xsq.nnsym.dx.ct only

covs The k(k — 1)/2 x k(k — 1)/2 covariance matrix of the differences of the off-
diagonal entries in the NNCT, ct, usually the output of the function cov.nnsym.

dat The data set in one or higher dimensions, each row corresponds to a data point,
used in Xsq.nnsym.dx only

lab The vector of class labels (numerical or categorical), used in Xsq.nnsym.dx
only

are for further arguments, such as method and p, passed to the dist function.
used in Xsqg.nnsym. dx only

Value

A list with the elements

statistic The chi-squared test statistic for Dixon’s overall NN symmetry test
stat.names Name of the test statistic

p.value The p-value for the hypothesis test

df Degrees of freedom for the chi-squared test, which is k(k — 1)/2 for this func-

tion.
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estimate Estimates, i.e., absolute differences of the off-diagonal entries of NNCT (in the
upper-triangular form).

est.name, est.name2
Names of the estimates, former is a shorter description of the estimates than the

latter.
null.value Hypothesized null values for the differences between the expected values of the
off-diagonal entries, which is 0 for this function.
method Description of the hypothesis test
ct.name Name of the contingency table, ct, returned by Xsq.nnsym.dx.ct only
data.name Name of the data set, dat, returned by Xsq.nnsym.dx only
Author(s)
Elvan Ceyhan
References

Ceyhan E (2014). “Testing Spatial Symmetry Using Contingency Tables Based on Nearest Neigh-
bor Relations.” The Scientific World Journal, Volume 2014, Article ID 698296.

See Also

Znnsym.dx.ct, Znnsym.dx, Znnsym, Xsq.nnsym, Xsq.nnsym.ss.ct, Xsq.nnsym.ss and Qsym. test

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval (W)

varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv) #default is byrow
covS<-cov.nnsym(covN)

Xsg.nnsym.dx(Y,cls)
Xsq.nnsym.dx.ct(ct, covS)

Xsqg.nnsym.dx(Y,cls,method="max"
#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c(”a”,"b"),c(na,nb))
ct<-nnct(ipd, fcls)

Xsq.nnsym.dx(Y,fcls)
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Xsg.nnsym.dx.ct(ct,covS)

WA

n<-490

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv)
covS<-cov.nnsym(covN)

Xsq.nnsym.dx(Y,cls)
Xsq.nnsym.dx.ct(ct, covS)

funsXsqg.nnsym.ss Pielou’s First Type of NN Symmetry Test with Chi-square Approxima-
tion for multiple classes (for Sparse Sampling)

Description

Two functions: Xsg.nnsym.ss.ct and Xsq.nnsym.ss.

Both functions are objects of class "Chisqtest” but with different arguments (see the parameter list
below). Each one performs the hypothesis test of equality of the expected value of the off-diagonal
cell counts (i.e., entries) under RL or CSR in the NNCT for k£ > 2 classes. That is, each performs
Pielou’s first type of NN symmetry test which is also equivalent to McNemar’s test on the NNCT.
The test is appropriate (i.e. have the appropriate asymptotic sampling distribution) provided that
data is obtained by sparse sampling. (See Ceyhan (2014) for more detail).

Each symmetry test is based on the chi-squared approximation of the corresponding quadratic form
and are due to Pielou (1961).

The argument cont.corr is a logical argument (default=TRUE) for continuity correction to this test.
If TRUE the continuity correction to McNemar’s test is implemented, and if FALSE such a correction
is not implemented.

Each function yields the test statistic, p-value and df which is k(k — 1)/2, description of the alter-
native with the corresponding null values (i.e. expected values) of differences of the off-diagonal
entries,(which is O for this function) and also the sample estimates (i.e. observed values) of absolute
differences of th off-diagonal entries of NNCT (in the upper-triangular form). The functions also
provide names of the test statistics, the method and the data set used.

The null hypothesis is that E(N;;) = E(N,;) for all entries for ¢ # j (i.e., symmetry in the mixed
NN structure). In the output, the test statistic, p-value and df are valid only for (properly) sparsely
sampled data.

See also (Pielou (1961); Ceyhan (2014)) and the references therein.
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Usage
Xsqg.nnsym.ss.ct(ct, cont.corr = TRUE)
Xsq.nnsym.ss(dat, lab, cont.corr = TRUE, ...)
Arguments
ct A nearest neighbor contingency table, used in Xsq.nnsym.ss.ct only
cont.corr A logical argument (default=TRUE). If TRUE the continuity correction to McNe-
mar’s test is implemented, and if FALSE such a correction is not implemented.
dat The data set in one or higher dimensions, each row corresponds to a data point,
used in Xsqg.nnsym. ss only
lab The vector of class labels (numerical or categorical), used in Xsg.nnsym.ss
only
are for further arguments, such as method and p, passed to the dist function.
used in Xsqg.nnsym.ss only
Value
A list with the elements
statistic The chi-squared test statistic for Pielou’s first type of NN symmetry test
stat.names Name of the test statistic
p.value The p-value for the hypothesis test
df Degrees of freedom for the chi-squared test, which is k(k — 1)/2 for this func-
tion.
estimate Estimates, i.e., absolute differences of the off-diagonal entries of NNCT (in the
upper-triangular form).
est.name, est.name2
Names of the estimates, former is a shorter description of the estimates than the
latter.
null.value Hypothesized null values for the differences between the expected values of the
off-diagonal entries, which is O for this function.
method Description of the hypothesis test
ct.name Name of the contingency table, ct, returned by Xsq.nnsym.ss.ct only
data.name Name of the data set, dat, returned by Xsq.nnsym.ss only
Author(s)

Elvan Ceyhan
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References

Ceyhan E (2014). “Testing Spatial Symmetry Using Contingency Tables Based on Nearest Neigh-
bor Relations.” The Scientific World Journal, Volume 2014, Article ID 698296.

Pielou EC (1961). “Segregation and symmetry in two-species populations as studied by nearest-
neighbor relationships.” Journal of Ecology, 49(2), 255-269.

See Also

Znnsym2cl.ss.ct, Znnsym2cl.ss, Znnsym.ss.ct, Znnsym. ss, Xsq.nnsym.dx.ct, Xsq.nnsym. dx
and Qsym. test

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

ct

Xsqg.nnsym.ss(Y,cls)
Xsg.nnsym.ss.ct(ct)

Xsqg.nnsym.ss(Y,cls,method="max")

Xsq.nnsym.ss(Y,cls,cont.corr=FALSE)
Xsqg.nnsym.ss.ct(ct,cont.corr=FALSE)

#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c("a","b"),c(na,nb))
Xsq.nnsym.ss(Y,fcls)

HHHHHEEREEE

n<-40

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

Xsq.nnsym.ss(Y,cls)
Xsqg.nnsym.ss.ct(ct)
Xsg.nnsym.ss.ct(ct,cont.corr = FALSE)

funsXsq.seg.coeff Chi-square Test for Segregation Coefficients
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Description

Two functions: Xsq.seg.coeff.ct and Xsq. seg. coeff.

Each one performs hypothesis tests of (simultaneous) equality of the segregation coefficients in
an NNCT to the ones under RL or CSR. That is, each performs the combined Chi-square test
for segregation coefficients which is appropriate (i.e. have the appropriate asymptotic sampling
distribution) for completely mapped data. (See Ceyhan (2014) for more detail).

Each test is based on the Chi-square approximation of the corresponding quadratic form for the
segregation coefficients in an NNCT. The segregation coefficients in the multi-class case are the
extension of Pielou’s segregation coefficient for the two-class case. (See Ceyhan (2014) for more
detail).

Each function yields the test statistic, p-value and df which is k(k + 1)/2 — 1, description of the
alternative with the corresponding null values (i.e. expected values) of the segregation coefficients
in the NNCT (which are 0 for this function) and also the sample estimates (i.e. observed values) of
the segregation coefficients. The functions also provide names of the test statistics, the method and
the data set used.

The null hypothesis for all cells (4, j) is that the corresponding segregation coefficients are all equal
to the expected value (which is 0) under RL or CSR.

Usage
Xsq.seg.coeff.ct(ct, covSC)

Xsq.seg.coeff(dat, lab, ...)
Arguments

ct A nearest neighbor contingency table, used in Xsq. seg.coeff.ct only

covSC The covariance matrix for the segregation coefficients in the NNCT, used in
Xsq.seg.coeff.ct only. Usually output of the function cov.seg. coeff

dat The data set in one or higher dimensions, each row corresponds to a data point,
used in Xsq. seg.coeff only

lab The vector of class labels (numerical or categorical), used in Xsq. seg.coeff
only

are for further arguments, such as method and p, passed to the dist function.
used in Xsq. seg.coeff only

Value

A list with the elements

statistic The chi-squared test statistic for the combined segregation coefficients

p.value The p-value for the hypothesis test

df Degrees of freedom for the chi-squared test, which is k(k + 1)/2 — 1 for this
function.

estimate The vector of estimates of the parameters, i.e., observed values of segregation

coefficients in the NNCT.
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est.name, est.name?2
Names of the estimates, they are identical for this function.

null.value The null value of the parameters, i.e., expected values of segregation coefficients
in the NNCT under RL or CSR (which is 0).
method Description of the hypothesis test
ct.name Name of the contingency table, ct, returned by Xsq. seg.coeff.ct only
data.name Name of the data set, dat, returned by Xsq. seg. coeff only
Author(s)
Elvan Ceyhan
References

Ceyhan E (2014). “Segregation indices for disease clustering.” Statistics in Medicine, 33(10),
1662-1684.

See Also

seg.coeff, Zseg.coeff.ct and Zseg.coeff

Examples

n<-20

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec (W) $q

Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv)

covSC<-cov.seg.coeff(ct,covN)

Xsq.seg.coeff(Y,cls)
Xsq.seg.coeff.ct(ct,covSC)

Xsq.seg.coeff(Y,cls,method="max")
#cls as a factor

na<-floor(n/2); nb<-n-na
fcls<-rep(c(”a”,"b"),c(na,nb))
ct<-nnct(ipd, fcls)

Xsq.seg.coeff.ct(ct,covSC)

WA
n<-40
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Y<-matrix(runif(3*n),ncol=3)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ipd<-ipd.mat(Y)

ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv)

covSC<-cov.seg.coeff(ct,covN)

Xsq.seg.coeff(Y,cls)
Xsq.seg.coeff.ct(ct,covSC)

funsXsq.spec.cor Overall Species Correspondence Test with Chi-square Approximation

Description

Two functions: Xsq.spec.cor.ct and Xsq. spec.cor.

Each one performs hypothesis tests of (simultaneous) equality of the self entries (i.e. first column)
in a species correspondence contingency table (SCCT) or the expected values of the diagonal entries
N;; in an NNCT to the ones under RL or CSR. That is, each performs the overall species corre-
spondence test which is appropriate (i.e. have the appropriate asymptotic sampling distribution) for
completely mapped data. (See Ceyhan (2018) for more detail).

Each test is based on the Chi-square approximation of the corresponding quadratic form for the first
column in a species correspondence contingency table (SCCT) or the diagonal entries N;; in an
NNCT and are due to (Ceyhan 2018).

Each function yields the test statistic, p-value and df which is k, description of the alternative with
the corresponding null values (i.e. expected values) of the self entries (i.e. first column) in the
SCCT or the diagonal entries in the NNCT and also the sample estimates (i.e. observed values) of
these entries. The functions also provide names of the test statistics, the method and the data set

used.
The null hypothesis is that all E[Sy,Ss,...,Sk] = E[N11,Naa, ..., Ngk] = ((n1(ny — 1)/(n —
1), (na(ne —1)/(n—1),..., (nk(ng —1)/(n — 1)) where n; is the size of class 7 and n is the data
size.

Usage

Xsq.spec.cor.ct(ct, covSC, nnct = FALSE)

Xsq.spec.cor(dat, lab, ...)
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Arguments

ct

covSC

nnct

dat

lab

Value

117

The NNCT or SCCT, used in Xsq. spec.cor.ct only

The covariance matrix for the self entries (i.e. first column) in the SCCT or the
diagonal entries in the NNCT, used in Xsq. spec.cor.ct only. Usually output
of the functions covNii.ct or covNii.

A logical parameter (default=FALSE). If TRUE, x is taken to be the & x k NNCT,
and if FALSE, x is taken to be the IPD matrix, used in Xsq. spec.cor.ct only

The data set in one or higher dimensions, each row corresponds to a data point,
used in Xsq. spec.cor only

The vector of class labels (numerical or categorical), used in Xsq.spec.cor
only

are for further arguments, such as method and p, passed to the dist function.
used in Xsq. spec. cor only

A list with the elements

statistic
p.value
df

estimate

The chi-squared test statistic for overall species correspondence test
The p-value for the hypothesis test
Degrees of freedom for the chi-squared test, which is & for this function.

The vector of estimates of the parameters, i.e., observed values of self entries
in the SCCT or diagonal entries in the NNCT.

est.name, est.name2

null.value

method
ct.name

data.name

Author(s)

Elvan Ceyhan

References

Names of the estimates, they are identical for this function.

The vector of null values of the parameters, i.e., expected values of self entries
in the SCCT or diagonal entries in the NNCT under RL or CSR.

Description of the hypothesis test
Name of the contingency table, ct, returned by Xsq. spec.cor.ct only

Name of the data set, dat, returned by Xsq. spec. cor only

Ceyhan E (2018). “A contingency table approach based on nearest neighbor relations for testing
self and mixed correspondence.” SORT-Statistics and Operations Research Transactions, 42(2),

125-158.

See Also

Zself.ref.ct, Zself.ref, Xsq.nnref.ct and Xsq.nnref
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Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-scct(ipd,cls)

ct

W<-Wmat (ipd)
Qv<-Qvec(W)$q
Rv<-Rval(W)

vsg<-varNii.ct(ct,Qv,Rv)
cv<-covNii.ct(ct,vsq,Qv,Rv)
Xsq.spec.cor.ct(ct,cv)
Xsq.spec.cor(Y,cls)
Xsq.spec.cor(Y,cls,method="max")

ct<-nnct(ipd,cls)
Xsq.spec.cor.ct(ct,cv,nnct = TRUE)

#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c("a”,"b"),c(na,nb))
ct<-scct(ipd,fcls)
Xsq.spec.cor.ct(ct,cv)
Xsq.spec.cor(Y,fcls)

ct<-nnct(ipd, fcls)
Xsq.spec.cor.ct(ct,cv,nnct=TRUE)

SR

n<-40

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-scct(ipd,cls)

W<-Wmat (ipd)
Qv<-Qvec (W) $q
Rv<-Rval (W)

vsg<-varNii.ct(ct,Qv,Rv)
cv<-covNii.ct(ct,vsq,Qv,Rv)
Xsq.spec.cor.ct(ct,cv)

ct<-nnct(ipd,cls)
Xsq.spec.cor.ct(ct,cv,nnct = TRUE)
Xsq.spec.cor(Y,cls)
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funsZcell.nnct Dixon’s Cell-specific Z Tests of Segregation for NNCT

Description

Two functions: Zcell.nnct.ct and Zcell.nnct.

Both functions are objects of class "cellhtest” but with different arguments (see the parameter list
below). Each one performs hypothesis tests of deviations of cell counts from the expected values
under RL or CSR for each cell (i.e., entry) in the NNCT. The test for each cell 7, j is based on the
normal approximation of the corresponding cell count, N;; and are due to Dixon (1994, 2002).

Each function yields a contingency table of the test statistics, p-values for the corresponding al-
ternative, expected values (i.e., null value(s)), lower and upper confidence levels, sample estimates
(i.e. observed values) for the cell counts and also names of the test statistics, estimates, null values
and the method and the data set used.

The null hypothesis for each cell ¢, j is that the corresponding cell count is equal to the expected
value under RL or CSR, that is E[N;;] = n;(n; — 1)/(n — 1) and E[N;;] = n;n;/(n — 1) where
n; 1s the size of class 7 and n is the size of the data set.

See also (Dixon (1994, 2002); Ceyhan (2010)).

Usage

Zcell.nnct.ct(
ct,
varN,
alternative = c("two.sided"”, "less"”, "greater"”),
conf.level = 0.95

)

Zcell.nnct(
dat,
lab,
alternative = c("two.sided”, "less"”, "greater"),

conf.level = 0.95,

Arguments
ct A nearest neighbor contingency table, used in Zcell.nnct.ct only
varN The variance matrix for cell counts in the NNCT, ct ; used in Zcell.nnct.ct
only
alternative Type of the alternative hypothesis in the test, one of "two.sided”, "less” or
"greater”.
conf.level Level of the upper and lower confidence limits, default is @.95, for the cell

counts, i.e. IV;; values
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dat

lab

Value

funsZcell.nnct

The data set in one or higher dimensions, each row corresponds to a data point,
used in Zcell.nnct only

The vector of class labels (numerical or categorical), used in Zcell.nnct only

are for further arguments, such as method and p, passed to the dist function,
used in Zcell.nnct only

A list with the elements

statistic
stat.names
p.value
LCL, UCL

conf.int

cnf.1lvl

estimate

The matrix of Dixon’s cell-specific test statistics
Name of the test statistics
The matrix of p-values for the hypothesis test for the corresponding alternative

Matrix of Lower and Upper Confidence Levels for the cell counts at the given
confidence level conf.level and depends on the type of alternative.

The confidence interval for the estimates, it is NULL here, since we provide the
UCL and LCL in matrix form.

Level of the upper and lower confidence limits of the cell counts, provided in
conf.level.

Estimates of the parameters, i.e., matrix of the observed cell counts which is the
NNCT

est.name, est.name2

null.value

null.name

alternative

method
ct.name

data.name

Author(s)

Elvan Ceyhan

References

Names of the estimates, both are same in this function

Matrix of hypothesized null values for the parameters which are expected values
of the cell counts.

Name of the null values

Type of the alternative hypothesis in the test, one of "two.sided"”, "less"” or
"greater”

Description of the hypothesis test
Name of the contingency table, ct, returned by Zcell.nnct.ct only
Name of the data set, dat, returned by Zcell.nnct only

Ceyhan E (2010). “On the use of nearest neighbor contingency tables for testing spatial segrega-
tion.” Environmental and Ecological Statistics, 17(3), 247-282.

Dixon PM (1994). “Testing spatial segregation using a nearest-neighbor contingency table.” Ecol-
ogy, 75(7), 1940-1948.

Dixon PM (2002). “Nearest-neighbor contingency table analysis of spatial segregation for several
species.” Ecoscience, 9(2), 142-151.
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See Also

Zcell.nnct.2s, Zcell.nnct.rs, Zcell.nnct.1ls, Zcell.nnct.pval and Zcell. tct

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

ct

W<-Wmat (ipd)
Qv<-Qvec(W)$q
Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)
varN

Zcell.nnct(Y,cls)
Zcell.nnct(Y,cls,alt="g")

Zcell.nnct.ct(ct,varN)
Zcell.nnct.ct(ct,varN,alt="g")

Zcell.nnct(Y,cls,method="max")

#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c("a”,"b"),c(na,nb))
Zcell.nnct(Y,cls)

WA

n<-40

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)
Qv<-Qvec(W)$q
Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)

Zcell.nnct(Y,cls)
Zcell.nnct.ct(ct,varN)

funsZcell.nnct.pval p-values for Cell-specific Z Test Statistics for NNCT
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Description

Four functions: Zcell.nnct.2s, Zcell.nnct.rs, Zcell.nnct.1ls and Zcell.nnct.pval.

These functions yield a contingency table (i.e., a matrix) of the p-values for the cell-specific Z test
statistics for the NNCT and take the cell-specific Z test statistics in matrix form as their argument.
Zcell.nnct.pval yields an array of size k X k x 3 where 1st entry of the array is the matrix of p-
values for the two-sided alternative, 2nd entry of the array is the matrix of p-values for the left-sided
alternative and 3rd entry of the array is the matrix of p-values for the right-sided alternative. And
each of Zcell.nnct.2s, Zcell.nnct.rs and Zcell.nnct.1ls yield a £ x k matrix of p-values for
the two-sided, right-sided and left-sided alternative, respectively.

The functions Zcell.nnct.2s,Zcell.nnct.rsand Zcell.nnct.ls are equivalent to Zcell.nnct(
where alt="two-sided"”, "greater"” and "less", respectively, with the appropriate arguments for
the function Zcell.nnct (see the examples below).

See also (Dixon (1994, 2002); Ceyhan (2010)).

Usage

Zcell.nnct.pval(zt)
Zcell.nnct.2s(zt)
Zcell.nnct.1ls(zt)

Zcell.nnct.rs(zt)

Arguments

zt A k x k matrix of the cell-specific Z test statistics

Value

Zcell.nnct.pval returns a k X k x 3 array whose 1st entry is the matrix of p-values for the two-
sided alternative, 2nd entry is the matrix of p-values for the left-sided alternative and 3rd entry is the
matrix of p-values for the right-sided alternative Zcell.nnct.2s returns a k x k matrix of p-values
for the two-sided alternative Zcell.nnct.rs returns a k x k matrix of p-values for the right-sided
alternative Zcell.nnct.ls returns a k x k matrix of p-values for the left-sided alternative

Author(s)

Elvan Ceyhan

References

Ceyhan E (2010). “On the use of nearest neighbor contingency tables for testing spatial segrega-
tion.” Environmental and Ecological Statistics, 17(3), 247-282.

Dixon PM (1994). “Testing spatial segregation using a nearest-neighbor contingency table.” Ecol-
ogy, 75(7), 1940-1948.

...,alt)$p.val
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Dixon PM (2002). “Nearest-neighbor contingency table analysis of spatial segregation for several
species.” Ecoscience, 9(2), 142-151.

See Also

Zcell .nnct and Zcell.nnct.ct

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
TS<-Zcell.nnct(Y,cls)$statistic

TS

pv<-Zcell.nnct.pval(TS)

pv

Zcell.nnct(Y,cls,alt="t")$p.val
Zcell.nnct(Y,cls,alt="1")$p.val
Zcell.nnct(Y,cls,alt="g")$p.val
Zcell.nnct.2s(TS)

Zcell.nnct.1s(TS)

Zcell.nnct.rs(TS)

funsZcell.spec Cell-specific Z Tests of Segregation for NNCTs

Description

Two functions: Zcell.spec.ct and Zcell. spec.

All functions are objects of class "cellhtest” but with different arguments (see the parameter list
below). Each one performs hypothesis tests of deviations of entries of NNCT or types I-IV TCTs
from the expected values under RL or CSR for each entry. The test for each entry ¢, j is based on
the normal approximation of the corresponding 7T;; value and are due to Dixon (2002) and Ceyhan
(2017), respectively.

The type="dixon" or "nnct"” refers to Dixon’s cell-specific test of segregation, and type="1I"-
"IV" refers to types I-IV cell-specific tests, respectively.

Each function yields a contingency table of the test statistics, p-values for the corresponding alter-
native, expected values (i.e. null value(s)), lower and upper confidence levels and sample estimates
(i.e. observed values) for the IV;; or T;; values and also names of the test statistics, estimates, null
values and the method and the data set used.

The null hypothesis for each entry i, j is that the corresponding value NV;; or T;; is equal to the
expected value under RL or CSR.

See also (Dixon (1994, 2002); Ceyhan (2010, 2017)) and the references therein.
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Usage

cell.spec.ct(
ct,
CcoVvN,
type,
alternative = c("two.sided”, "less"”, "greater"),
conf.level = 0.95

)

cell.spec(
dat,
lab,
type,
alternative = c("two.sided”, "less"”, "greater"),
conf.level = 0.95,

)
Arguments
ct A nearest neighbor contingency table, used in Zcell. spec.ct only
covN The k? x k? covariance matrix of row-wise vectorized entries of NNCT, ct ;
used in Zcell. spec.ct only.
type The type of the cell-specific test with no default. Takes on values "dixon" or
"nnct” for Dixon’s cell-specific tests and "I"-"IV" for types I-IV cell-specific
tests (or equivalently 1-6, respectively).
alternative Type of the alternative hypothesis in the test, one of "two.sided"”, "less"” or
"greater”.
conf.level Level of the upper and lower confidence limits, default is @. 95, for the N;; or
T;; values
dat The data set in one or higher dimensions, each row corresponds to a data point,
used in Zcell. spec only
lab The vector of class labels (numerical or categorical), used in Zcell. spec only
are for further arguments, such as method and p, passed to the dist function,
used in Zcell. spec only
Value

A list with the elements

statistic The matrix of cell-specific test statistics

stat.names Name of the test statistics

p.value The matrix of p-values for the hypothesis test for the corresponding alternative
LCL, UCL Matrix of Lower and Upper Confidence Levels for the N;; or T;; values at the

given confidence level conf.level and depends on the type of alternative.
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conf.int

cnf.1lvl

estimate
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The confidence interval for the estimates, it is NULL here, since we provide the
UCL and LCL in matrix form.

Level of the upper and lower confidence limits of the entries, provided in conf . level.

Estimates of the parameters, NNCT or TCT, i.e., matrix of the observed N;; or
T;; values which is NNCT or TCT, respectively.

est.name, est.name?2

null.value

null.name

alternative

method
ct.name

data.name

Author(s)

Elvan Ceyhan

References

Names of the estimates, both are same in this function

Matrix of hypothesized null values for the parameters which are expected values
of the the null IV;; values in an NNCT or T;; values in an TCT.

Name of the null values

Type of the alternative hypothesis in the test, one of "two.sided”, "less” or
"greater”

Description of the hypothesis test
Name of the contingency table, ct, returned by Zcell.spec.ct only

Name of the data set, dat, returned by Zcell. spec only

Ceyhan E (2010). “On the use of nearest neighbor contingency tables for testing spatial segrega-
tion.” Environmental and Ecological Statistics, 17(3), 247-282.

Ceyhan E (2017). “Cell-Specific and Post-hoc Spatial Clustering Tests Based on Nearest Neighbor
Contingency Tables.” Journal of the Korean Statistical Society, 46(2), 219-245.

Dixon PM (1994). “Testing spatial segregation using a nearest-neighbor contingency table.” Ecol-
ogy, 75(7), 1940-1948.

Dixon PM (2002). “Nearest-neighbor contingency table analysis of spatial segregation for several
species.” Ecoscience, 9(2), 142-151.

See Also

Zcell.nnct.ct, Zcell.nnct, Zcell.tct.ct and Zcell. tct

Examples

n<-20 #or try sample(1:20,1)
Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))

ct<-nnct(ipd,cls)

W<-Wmat (ipd)



126 funsZcell.tct

Qv<-Qvec(W)$q

Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv)

type<-"IV" #"dixon” #try also "nnct”, "I", "II", "III", and "IV"
cell.spec(Y,cls,type)
cell.spec(Y,cls,type,alt="g")

cell.spec.ct(ct,covN, type)
cell.spec.ct(ct,covN,type="I1", 6alt="g")

cell.spec(Y,cls,type,method="max")

#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c("a”,"b"),c(na,nb))
cell.spec(Y,cls, type="1")

HHHHHHE

n<-40

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv)

cell.spec(Y,cls, type)
cell.spec.ct(ct,covN, type)

funsZcell.tct Types I-1V Cell-specific Z Tests of Segregation based on NNCTs

Description

Two functions: Zcell.tct.ct and Zcell. tct.

All functions are objects of class "cellhtest” but with different arguments (see the parameter list
below). Each one performs hypothesis tests of deviations of entries of types I-IV TCT, T;;, from
their expected values under RL or CSR for each entry. The test for each entry ¢, j is based on the
normal approximation of the corresponding 7;; value and are due to Ceyhan (2017).

Each function yields a contingency table of the test statistics, p-values for the corresponding alter-
native, expected values (i.e. null value(s)), lower and upper confidence levels and sample estimates
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(i.e. observed values) for the T;; values and also names of the test statistics, estimates, null values
and the method and the data set used.

The null hypothesis for each entry i, j is that the corresponding value T5; is equal to the expected
value under RL or CSR, see Ceyhan (2017) for more detail.

See also (Ceyhan (2017)) and references therein.

Usage

Zcell.tct.ct(
ct,
coVvN,
type = "III",
alternative = c("two.sided”, "less"”, "greater"”),
conf.level = 0.95

)

Zcell.tct(
dat,
lab,
type = "III",
alternative = c("two.sided”, "less"”, "greater"),
conf.level = 0.95,

)
Arguments
ct A nearest neighbor contingency table, used in Zcell. tct.ct only
covN The k2 x k2 covariance matrix of row-wise vectorized cell counts of NNCT, ct
;used in Zcell.tct.ct only.
type The type of the cell-specific test, default="II1". Takes on values "I"-"IV" (or
equivalently 1-4, respectively.
alternative Type of the alternative hypothesis in the test, one of "two.sided"”, "less"” or
"greater”.
conf.level Level of the upper and lower confidence limits, defaultis @. 95, for the T} ; values
dat The data set in one or higher dimensions, each row corresponds to a data point,
used in Zcell. tct only
lab The vector of class labels (numerical or categorical), used in Zcell. tct only
are for further arguments, such as method and p, passed to the dist function,
used in Zcell. tct only
Value

A list with the elements

statistic The matrix of Types I-IV cell-specific test statistics
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stat.names Name of the test statistics

p.value The matrix of p-values for the hypothesis test for the corresponding alternative

LCL, UCL Matrix of Lower and Upper Confidence Levels for the T;; values at the given
confidence level conf.level and depends on the type of alternative.

conf.int The confidence interval for the estimates, it is NULL here, since we provide the
UCL and LCL in matrix form.

cnf.1lvl Level of the upper and lower confidence limits of the entries, provided in conf. level.

estimate Estimates of the parameters, i.e., matrix of the observed T;; values which is the
TCT

est.name, est.name?
Names of the estimates, both are same in this function

null.value Matrix of hypothesized null values for the parameters which are expected values
of T;; values in the TCT.
null.name Name of the null values
alternative Type of the alternative hypothesis in the test, one of "two.sided"”, "less” or
"greater”
method Description of the hypothesis test
ct.name Name of the contingency table, ct, returned by Zcell.tct.ct only
data.name Name of the data set, dat, returned by Zcell. tct only
Author(s)
Elvan Ceyhan
References

Ceyhan E (2017). “Cell-Specific and Post-hoc Spatial Clustering Tests Based on Nearest Neighbor
Contingency Tables.” Journal of the Korean Statistical Society, 46(2), 219-245.

See Also

Zcell.nnct.ct and Zcell.nnct

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv)
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type<-"1" #try also "II", "III", and "IV"
Zcell.tct(Y,cls, type)

Zcell.tct(Y,cls, type,alt="g")
Zcell.tct(Y,cls,type,method="max")

Zcell.tct.ct(ct,covN)
Zcell.tct.ct(ct,covN, type)
Zcell.tct.ct(ct,covN, type,alt="g")

#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c(”a”,"b"),c(na,nb))
Zcell.tct(Y,cls, type)

HHHHHHHAHEEE

n<-490

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv)

Zcell.tct(Y,cls, type)
Zcell.tct.ct(ct,covN, type)

funszZdir.nnct Directional Segregation Test for Two Classes with Normal Approxima-
tion

Description

Two functions: Zdir.nnct.ct and Zdir.nnct.

Both functions are objects of class "htest” but with different arguments (see the parameter list
below). Each one performs hypothesis tests of equality of the expected value of the the difference
between the phat estimates in a 2 X 2 NNCT to the one under RL or CSR (which is —1/(n — 1))
where phat estimates are N11/n; and Noj /no. That is, each performs directional (i.e. one-sided)
tests based on the 2 x 2 NNCT (i.e. have the appropriate asymptotic sampling distribution) for
completely mapped data. (See Ceyhan (2010) for more detail).

The one-sided (or directional) test has two types, specified with the type argument, with default
type="1I". The second type is Z;; = (T, — ET,)/v/Var(T,) where T,, = N11/n1 — Na1/n2
(which is the difference between phat values) and the first type is Z; = U,T,, where U, =

niny/(C1Cs). Each test is based on the normal approximation of the Z; and Z;; based on
the 2 x 2 NNCT and are due to (Ceyhan 2010).
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Each function yields the test statistic, p-value for the corresponding alternative, the confidence
interval, sample estimate (i.e. observed value) and null (i.e., expected) value for the difference in
phat values which is —1/(n — 1) for this function and method and name of the data set used.

The null hypothesis is that all E[Z;;] = 0 and E[Z;] converges to 0 as class sizes go to infinity (or
T,, has mean equal to —1/(n — 1) where n is the data size.

Usage

Zdir.nnct.ct(

ct,
covN,

type = "II",
alternative

c("two.sided”, "less"”, "greater"),

conf.level = 0.95

)

Zdir.nnct(
dat,
lab,

type = "II",

alternative = c("two.sided”, "less", "greater"),
conf.level = 0.95,

Arguments

ct

covN

type

alternative

conf.level

dat

lab

Value

The NNCT, used in Zdir.nnct.ct only
The k2 x k2 covariance matrix of row-wise vectorized entries of NNCT

The type of the directional (i.e. one-sided) test with default="II". Takes on val-
ues "I" and "II" for types I and II directional tests (see the description above).

Type of the alternative hypothesis in the test, one of "two.sided"”, "less” or
"greater”.

Level of the upper and lower confidence limits, default is @. 95, for the difference
in phat estimates in the NNCT

The data set in one or higher dimensions, each row corresponds to a data point,
used in Zdir.nnct only

The vector of class labels (numerical or categorical), used in Zdir.nnct only

are for further arguments, such as method and p, passed to the dist function.
used in Zdir.nnct only

A list with the elements

statistic

The Z test statistic for the directional (i.e. one-sided) test of segregation based
on the NNCT
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p.value The p-value for the hypothesis test for the corresponding alternative
conf.int Confidence interval for the difference in phat values in an NNCT at the given
confidence level conf.level and depends on the type of alternative.
estimate Estimate of the parameter, i.e., the observed difference in phat values in an
NNCT.
null.value Hypothesized null value for the difference in phat values in an NNCT which is
—1/(n — 1) for this function.
alternative Type of the alternative hypothesis in the test, one of "two.sided"”, "less”,
"greater”
method Description of the hypothesis test
ct.name Name of the contingency table, ct, returned by Zdir.nnct.ct only
data.name Name of the data set, dat, returned by Zdir.nnct only
Author(s)
Elvan Ceyhan
References

Ceyhan E (2010). “Directional clustering tests based on nearest neighbour contingency tables.”
Journal of Nonparametric Statistics, 22(5), 599-616.

See Also

Zdir.nnct.ss.ct, Zdir.nnct.ss, overall.nnct.ct and overall.nnct

Examples

n<-20

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval (W)
varN<-var.nnct(ct,Qv,Rv)
covN<-cov.nnct(ct,varN,Qv,Rv)

Zdir.nnct(Y,cls)
Zdir.nnct.ct(ct,covN)

Zdir.nnct(Y,cls,alt="g")
Zdir.nnct.ct(ct,covN,type="1I",alt="1")

Zdir.nnct(Y,cls,method="max")

#cls as a factor
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na<-floor(n/2); nb<-n-na
fcls<-rep(c("a”,"b"),c(na,nb))
ct<-nnct(ipd, fcls)

Zdir.nnct(Y,fcls)
Zdir.nnct.ct(ct, covN)

HHHHHH
ct<-matrix(1:4,ncol=2)
Zdir.nnct.ct(ct,covN) #gives an error message if ct is defined as ct<-matrix(1:9,ncol=3)

funszdir.nnct.ss Directional Segregation Test for Two Classes with Normal Approxima-
tion (for Sparse Sampling)

Description

Two functions: Zdir.nnct.ss.ct and Zdir.nnct.ss.

Both functions are objects of class "htest” but with different arguments (see the parameter list
below). Each one performs hypothesis tests of independence in the 2 x 2 NNCT which implies
Zp =0or equivalently Nu/nl = NQl/’fLQ. Zp = (Nu/nl — N21/n2)\/ nlngn/(Cng) where
N;; is the cell count in entry ¢, 7, n; is the sum of row 4 (i.e. size of class 7), ¢; is the sum of column
j in the 2 x 2 NNCT; Ny1/n; and Nap /ns are also referred to as the phat estimates in row-wise
binomial framework for 2 x 2 NNCT (see Ceyhan (2010)).

That is, each performs directional (i.e. one-sided) tests based on the 2 x 2 NNCT and is appropriate
(i.e. have the appropriate asymptotic sampling distribution) when that data is obtained by sparse
sampling. (See Ceyhan (2010) for more detail).

Each test is based on the normal approximation of Zp which is the directional Z-tests for the chi-
squared tests of independence for the contingency tables (Bickel and Doksum 1977).

Each function yields the test statistic, p-value for the corresponding alternative, the confidence
interval, sample estimate (i.e. observed value) and null (i.e., expected) value for the difference in
the phat values (which is O for this test) in an NNCT, and method and name of the data set used.

The null hypothesis is that E[Zp] = 0 or equivalently N11/n1 = Naj /na.

Usage
Zdir.nnct.ss.ct(
ct,
alternative = c("two.sided”, "less"”, "greater"),
conf.level = 0.95
)

Zdir.nnct.ss(
dat,
lab,



funsZdir.nnct.ss

133

alternative = c("two.sided”, "less"”, "greater”),
conf.level = 0.95,

Arguments

ct

alternative

conf.level

dat

lab

Value

The NNCT, used in Zdir.nnct.ss.ct only

Type of the alternative hypothesis in the test, one of "two.sided"”, "less"” or
"greater”.

Level of the confidence limits, default is 0. 95, for the difference in phat values
in the NNCT

The data set in one or higher dimensions, each row corresponds to a data point,
used in Zdir.nnct.ss only

The vector of class labels (numerical or categorical), used in Zdir.nnct.ss
only

are for further arguments, such as method and p, passed to the dist function.
used in Zdir.nnct.ss only

A list with the elements

statistic

p.value

conf.int

estimate

null.value

alternative

method
ct.name

data.name

Author(s)

Elvan Ceyhan

The Z test statistic for the directional (i.e. one-sided) test of segregation based
on the NNCT

The p-value for the hypothesis test for the corresponding alternative

Confidence interval for the difference in phat values in the NNCT at the given
confidence level conf.level and depends on the type of alternative.

Estimate of the parameter, i.e., the observed difference in phat values in the
NNCT.

Hypothesized null value for the difference in phat values in the NNCT which is
0 for this function.

Type of the alternative hypothesis in the test, one of "two.sided"”, "less”,
"greater”

Description of the hypothesis test
Name of the contingency table, ct, returned by Zdir.nnct.ss.ct only

Name of the data set, dat, returned by Zdir.nnct.ss only
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References

Bickel PJ, Doksum AK (1977). Mathematical Statistics, Basic Ideas and Selected Topics. Prentice
Hall, Englewood Cliffs, NJ.

Ceyhan E (2010). “Directional clustering tests based on nearest neighbour contingency tables.”
Journal of Nonparametric Statistics, 22(5), 599-616.

See Also

Zdir.nnct.ct, Zdir.nnct, Pseg.ss.ct and Pseg.ss

Examples

n<-20 #or try sample(1:20,1)

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

ct

Zdir.nnct.ss(Y,cls)
Zdir.nnct.ss.ct(ct)
Zdir.nnct.ss(Y,cls,alt="g")

Zdir.nnct.ss(Y,cls,method="max")

#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c("a”","b"),c(na,nb))
ct<-nnct(ipd,fcls)

Zdir.nnct.ss(Y,fcls)
Zdir.nnct.ss.ct(ct)

HHEHHHHHHHEHEE
ct<-matrix(1:4,ncol=2)
Zdir.nnct.ss.ct(ct) #gives an error message if ct<-matrix(1:9,ncol=3)

funsZmixed.nonref Mixed-Non-Reflexivity Test with Normal Approximation

Description

Two functions: Zmixed.nonref.ct and Zmixed.nonref.

Both functions are objects of class "htest” but with different arguments (see the parameter list
below). Each one performs hypothesis tests of mixed non-reflexivity in the NN structure using the
number of mixed-non-reflexive NN pairs (i.e. the second diagonal entry, (2,2)) in the RCT for
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k > 2 classes. That is, each test performs a test of mixed non-reflexivity corresponding to entry
(2,2) in the RCT) which is appropriate (i.e. have the appropriate asymptotic sampling distribution)
for completely mapped data. (See Ceyhan and Bahadir (2017) for more detail).

The mixed non-reflexivity test is based on the normal approximation of the diagonal entry (2, 2) in
the RCT and are due to Ceyhan and Bahadir (2017).

Each function yields the test statistic, p-value for the corresponding alternative, the confidence
interval, sample estimate (i.e. observed value) and null (i.e., expected) value for the mixed non-
reflexivity value (i.e., diagonal entry (2,2) value, respectively) in the RCT, and method and name
of the data set used.

The null hypothesis is that F(Nag) = RP,y in the RCT, where R is the number of reflexive NNs
and P, is the probability of any two points selected are being from two different classes.

Usage

Zmixed.nonref.ct(
rfct,
nvec,
Qv,
Tv,
alternative = c("two.sided”, "less"”, "greater"),
conf.level = 0.95

)

Zmixed.nonref(
dat,
lab,
alternative = c("two.sided”, "less"”, "greater"),
conf.level = 0.95,

Arguments

rfct An RCT, used in Zmixed.nonref.ct only

nvec The vector of class sizes, used in Zmixed.nonref.ct only

Qv The number of shared NN, used in Zmixed. nonref.ct only

Tv T value, which is the number of triplets (z;, z;, z) With "N N (z;) = NN(z;) =
2, and NN (z) = z; where NN (-) is the nearest neighbor function, used in
Zmixed.nonref.ct only.

alternative Type of the alternative hypothesis in the test, one of "two.sided”, "less” or
"greater”.

conf.level Level of the upper and lower confidence limits, default is @. 95, for the difference
of the off-diagonal entries, N5 — Noy

dat The data set in one or higher dimensions, each row corresponds to a data point,

used in Zmixed.nonref only
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The vector of class labels (numerical or categorical), used in Zmixed.nonref
only

are for further arguments, such as method and p, passed to the dist function.
used in Zmixed.nonref only

A list with the elements

statistic

p.value

conf.int

estimate

null.value

alternative

method
ct.name

data.name

Author(s)

Elvan Ceyhan

References

The Z test statistic for mixed non-reflexivity corresponding to entry (2,2) in the
RCT

The p-value for the hypothesis test for the corresponding alternative

Confidence interval for the mixed non-reflexivity value (i.e., diagonal entry
(2,2) value) in the RCT at the given confidence level conf. level and depends
on the type of alternative.

Estimate of the parameter, i.e., the observed diagonal entry (2, 2) in the RCT,
rfct.

Hypothesized null value for the mixed non-reflexivity value (i.e., expected value
of the diagonal entry (2, 2) which is E(Na22) = RP,;) in the RCT.

Type of the alternative hypothesis in the test, one of "two.sided"”, "less”,
"greater”

Description of the hypothesis test
Name of the contingency table, rfct, returned by Zmixed.nonref.ct only

Name of the data set, dat, returned by Zmixed. nonref only

Ceyhan E, Bahadir S (2017). “Nearest Neighbor Methods for Testing Reflexivity.” Environmental
and Ecological Statistics, 24(1), 69-108.

See Also

Zself.ref.ct, Zself.ref, Znnref.ct and Znnref

Examples

n<-20

Y<-matrix(runif(3*n),ncol=3)
cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))

ipd<-ipd.mat(Y)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

R<-Rval (W)
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Tv<-Tval(W,R)

nvec<-as.numeric(table(cls))
rfct<-rct(ipd,cls)

Zmixed.nonref(Y,cls)
Zmixed.nonref.ct(rfct,nvec,Qv,Tv)
Zmixed.nonref(Y,cls,alt="g")

Zmixed.nonref(Y,cls,method="max")

HHHHHHHEHEE

n<-490

Y<-matrix(runif(3*n),ncol=3)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))

ipd<-ipd.mat(Y)
W<-Wmat (ipd)
Qv<-Qvec(W)$q
R<-Rval (W)
Tv<-Tval(W,R)

nvec<-as.numeric(table(cls))
rfct<-rct(ipd,cls)

Zmixed.nonref(Y,cls,alt="g")

Zmixed.nonref.ct(rfct,nvec,Qv,Tv)
Zmixed.nonref.ct(rfct,nvec,Qv,Tv,alt="1")

funsZnnref Z Tests for NN Reflexivity

Description

Two functions: Znnref.ct and Znnref.

Both functions are objects of class "refhtest” but with different arguments (see the parameter list
below). Each one performs hypothesis tests of equality of the expected values of the diagonal cell
counts (i.e., entries) under RL or CSR in the RCT for £ > 2 classes. That is, each test performs
NN reflexivity test (i.e., a test of self reflexivity and a test of mixed non-reflexivity, corresponding
to entries (1, 1) and (2, 2), respectively, in the RCT) which is appropriate (i.e. have the appropriate
asymptotic sampling distribution) for completely mapped data. (See Ceyhan and Bahadir (2017)
for more detail).

The reflexivity test is based on the normal approximation of the diagonal entries in the RCT and are
due to Ceyhan and Bahadir (2017).

Each function yields the test statistics, p-values for the corresponding alternative, expected values
(i.e. null value(s)), confidence intervals and sample estimates (i.e. observed values)for the self
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reflexivity and mixed non-reflexivity values (i.e., entries (1,1) and (2, 2) values, respectively) in
the RCT. Each function also gives names of the test statistics, null values and the method and the
data set used.

The null hypothesis is that E(N11) = RP,, and FE(N22) = RP,; in the RCT, where R is the
number of reflexive NNs and P, is the probability of any two points selected are being from the
same class and P, is the probability of any two points selected are being from two different classes.

The Znnref functions (i.e. Znnref.ct and Znnref) are different from the Znnself functions (i.e.
Znnself.ct and Znnself) and from Zself.ref functions (i.e. Zself.ref.ct and Zself.ref),
and also from Znnself. sum functions (i.e. Znnself.sum.ct and Znnself.sum). Znnref functions
are for testing the self reflexivity and mixed non-reflexivity using the diagonal entries in the RCT
while Znnself functions are testing the self reflexivity at a class-specific level (i.e. for each class)
using the first column in the SCCT, and Zself.ref functions are for testing the self reflexivity for
the entire data set using entry (1, 1) in RCT, and Znnself. sum functions are testing the cumulative
species correspondence using the sum of the self column (i.e., the first column) in the SCCT.

Usage

Znnref.ct(
rfct,
nvec,
Qv,
Tv,
alternative = c("two.sided”, "less", "greater"),
conf.level = 0.95
)

Znnref(
dat,
lab,
alternative = c("two.sided”, "less"”, "greater"),
conf.level = 0.95,

Arguments

rfct An RCT, used in Znnref.ct only

nvec The vector of class sizes, used in Znnref.ct only

Qv The number of shared NNs, used in Znnref.ct only

Tv T value, which is the number of triplets (z;, z;, z) With "N N (z;) = NN(z;) =
2, and NN (z) = z; where NN (-) is the nearest neighbor function, used in
Znnref.ct only.

alternative Type of the alternative hypothesis in the test, one of "two.sided"”, "less” or
"greater”.

conf.level Level of the upper and lower confidence limits, default is @. 95, for the difference

of the off-diagonal entries, N1 — Noy
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dat

lab

Value
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The data set in one or higher dimensions, each row corresponds to a data point,
used in Znnref only

The vector of class labels (numerical or categorical), used in Znnref only

are for further arguments, such as method and p, passed to the dist function,
used in Znnref only

A list with the elements

statistic

stat.names
p.value

conf.int

cnf.1lvl

estimate

null.value

null.name

alternative

method
ct.name

data.name

Author(s)

Elvan Ceyhan

References

The Z test statistics for self reflexivity and mixed non-reflexivity, corresponding
to entries (1, 1) and (2, 2) in the RCT

Name of the test statistics
The p-values for self reflexivity and mixed non-reflexivity tests

Confidence intervals for the self reflexivity and mixed non-reflexivity values
(i.e., diagonal entries (1,1) and (2,2) values, respectively) in the RCT at the
given confidence level conf.level and depends on the type of alternative.

Level of the onfidence intervals of the diagonal entries, provided in conf . level.

Estimates of the parameters, i.e., the observed diagonal entries (1,1) and (2, 2)
in the RCT, rfct.

Hypothesized null values for the self reflexivity and mixed non-reflexivity values
(i.e., expected values of the diagonal entries (1, 1) and (2, 2) values, which are
E(N11) = RP,, and E(Nay) = RP,y, respectively) in the RCT.

Name of the null values

Type of the alternative hypothesis in the test, one of "two.sided”, "less”,
"greater”

Description of the hypothesis test
Name of the contingency table, rfct, returned by Znnref.ct only

Name of the data set, dat, returned by Znnref only

Ceyhan E, Bahadir S (2017). “Nearest Neighbor Methods for Testing Reflexivity.” Environmental
and Ecological Statistics, 24(1), 69-108.

See Also

Znnself.ct, Znnself, Zmixed.nonref.ct, Zmixed.nonref, Xsq.nnref.ct and Xsq.nnref
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Examples

n<-20 #or try sample(1:20,1)
Y<-matrix(runif(3*n),ncol=3)
cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))

ipd<-ipd.mat(Y)
W<-Wmat (ipd)
Qv<-Qvec(W)$q
Rv<-Rval (W)
Tv<-Tval(W,Rv)

nvec<-as.numeric(table(cls))
rfct<-rct(ipd,cls)

Znnref(Y,cls)
Znnref(Y,cls,method="max")

Znnref.ct(rfct,nvec,Qv,Tv)
Znnref.ct(rfct,nvec,Qv,Tv,alt="g")

WA

n<-40

Y<-matrix(runif(3*n),ncol=3)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))

ipd<-ipd.mat(Y)
W<-Wmat (ipd)
Qv<-Qvec(W)$q
R<-Rval (W)
Tv<-Tval(W,R)

nvec<-as.numeric(table(cls))
rfct<-rct(ipd,cls)

Znnref(Y,cls,alt="g")

Znnref.ct(rfct,nvec,Qv,Tv)
Znnref.ct(rfct,nvec,Qv,Tv,alt="1")

funsZnnself Self-Reflexivity Tests with Normal Approximation

Description

Two functions: Znnself.ct and Znnself.

Both functions are objects of class "cellhtest” but with different arguments (see the parameter
list below). Each one performs hypothesis tests of equality of the expected values of the self entries
(i.e. first column) in a species correspondence contingency table (SCCT) or the expected values of
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the diagonal entries V;; in an NNCT to the ones under RL or CSR. That is, each performs NN self
reflexivity for each class test which is appropriate (i.e. have the appropriate asymptotic sampling
distribution) for completely mapped data. NN self reflexivity is for each class can be viewed as a
decomposition of species correspondence for each class. (See Ceyhan (2018) for more detail).

Each test is based on the normal approximation of the self entries (i.e. first column) in a species
correspondence contingency table (SCCT) or the diagonal entries N;; in an NNCT and are due to
(Ceyhan 2018).

Each function yields a vector of length k of the test statistics, p-values for the corresponding
alternative, null values (i.e. expected values), sample estimates (i.e. observed values) of self entries
in the SCCT or diagonal entries in the NNCT, a £ x 2 matrix of confidence intervals (where each
row is the confidence interval for self entry .S; in the SCCT or diagonal entry N;; in the NNCT) and
also names of the test statistics, estimates, null values and the method and the data set used.

The null hypothesis is that all E[S;] = E[N;;] = n;(n; —1)/(n — 1) where n; is the size of class i
and n is the data size.

The Znnself functions (i.e. Znnself.ct and Znnself) are different from the Znnref functions (i.e.
Znnref.ct and Znnref) and from Zself.ref functions (i.e. Zself.ref.ct and Zself.ref) and
also from Znnself . sum functions (i.e. Znnself.sum.ct and Znnself.sum). Znnself functions are
testing the self reflexivity at a class-specific level (i.e. for each class) using the first column in the
SCCT, while Zself.ref functions are for testing the self reflexivity for the entire data set using en-
try (1, 1) in RCT, and Znnref functions are for testing the self reflexivity and mixed non-reflexivity
using the diagonal entries in the RCT, and Znnself . sum functions are testing the cumulative species
correspondence using the sum of the self column (i.e., the first column) in the SCCT.

Usage

Znnself.ct(
ct,
VarNii,
alternative = c("two.sided”, "less"”, "greater"),
conf.level = 0.95
)

Znnself(
dat,
lab,
alternative = c("two.sided”, "less"”, "greater"),
conf.level = 0.95,

Arguments
ct The NNCT or SCCT, used in Znnself.ct only
VarNii The variance vector of differences of self entries in the SCCT or diagonal entries
in the NNCT, used in Znnself.ct only
alternative Type of the alternative hypothesis in the test, one of "two.sided"”, "less” or

"greater”.
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conf.level

dat

lab

Value
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Level of the upper and lower confidence limits, default is @.95, for the self
entries in the SCCT or diagonal entries in the NNCT

The data set in one or higher dimensions, each row corresponds to a data point,
used in Znnself only

The vector of class labels (numerical or categorical), used in Znnself only

are for further arguments, such as method and p, passed to the dist function.
used in Znnself only

A list with the elements

statistic
stat.names
p.value
LCL, UCL

conf.int

cnf.1lvl

estimate

The vector (of length k) of Z test statistics for NN self reflexivity test
Name of the test statistics
The vector of p-values for the hypothesis test for the corresponding alternative

Lower and Upper Confidence Levels, it is NULL here since we provide confidence
intervals as a k X 2 matrix.

The £ x 2 matrix of confidence intervals for the estimates, (where each row is
the confidence interval for self entry .S; in the SCCT or diagonal entry IV;; in the
NNCT).

Level of the confidence intervals (i.e., conf.level) for the self entries in the SCCT
or diagonal entries in the NNCT.

The vector of estimates of the parameters, i.e., observed values of self entries
in the SCCT or diagonal entries in the NNCT.

est.name, est.name?2

null.value

null.name

alternative

method
ct.name

data.name

Author(s)

Elvan Ceyhan

References

Names of the estimates, both are same in this function.

The vector of null values of the parameters, i.e., expected values of self entries
in the SCCT or diagonal entries in the NNCT under RL or CSR.

Name of the null values

Type of the alternative hypothesis in the test, one of "two.sided”, "less”,
"greater”

Description of the hypothesis test
Name of the contingency table, ct, returned by Znnself.ct only

Name of the data set, dat, returned by Znnself only

Ceyhan E (2018). “A contingency table approach based on nearest neighbor relations for testing
self and mixed correspondence.” SORT-Statistics and Operations Research Transactions, 42(2),

125-158.
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See Also

Zself.ref.ct, Zself.ref, Znnref.ct, Znnref, Xsq. spec.cor and Xsq. spec.cor.ct

Examples

n<-20

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:2,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval(W)
VarN.diag<-varNii.ct(ct,Qv,Rv)

Znnself(Y,cls)
Znnself(Y,cls,alt="g")

Znnself.ct(ct,VarN.diag)
Znnself.ct(ct,VarN.diag,alt="g")

Znnself(Y,cls,method="max")

ct<-scct(ipd,cls)
Znnself.ct(ct,VarN.diag)

#cls as a factor
na<-floor(n/2); nb<-n-na
fcls<-rep(c(”a”,"b"),c(na,nb))
ct<-nnct(ipd, fcls)

Znnself(Y,fcls)
Znnself.ct(ct,VarN.diag)

HHHHEHEHEHHE

n<-490

Y<-matrix(runif(3*n),ncol=3)

ipd<-ipd.mat(Y)

cls<-sample(1:4,n,replace = TRUE) #or try cls<-rep(1:2,c(10,10))
ct<-nnct(ipd,cls)

W<-Wmat (ipd)

Qv<-Qvec(W)$q

Rv<-Rval (W)
VarN.diag<-varNii.ct(ct,Qv,Rv)

Znnself(Y,cls,alt="1")
Znnself.ct(ct,VarN.diag)
Znnself.ct(ct,VarN.diag,alt="1")
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funsZnnself.sum Cumulative Species Correspondence Test with Normal Approximation

Description

Two functions: Znnself.sum.ct and Znnself. sum.

Both functions are objects of class "htest” but with different arguments (see the parameter list
below). Each one performs hypothesis tests of equality of the expected value of the sum 